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ABSTRACT

Search for Supersymmetry

Using Like-Sign Dilepton Events at CDF. (August 1999)

James Paul Done, B.S., Roosevelt University;

M.S., University of California, Davis

Chair of Advisory Committee: Dr. Teruki Kamon

Supersymmetric gluons (gluinos, ~g) and supersymmetric quarks (squarks, ~q)

will be pair-produced in pp collisions at
p
s= 1.8 TeV at the Fermilab Tevatron if

kinematically accessible. Gluinos and squarks can decay via charginos and neutrali-

nos to �nal states containing two or more leptons. Since the gluino is a Majorana

particle, a large fraction of like-sign dilepton events will be observed. This property

e�ectively reduces the Standard Model processes which largely yield opposite-sign

dilepton events. Thus, the strategy of this analysis is to search for an excess of events

containing two isolated leptons with same-sign charge, missing energy, and jets. Based

on 106 pb�1 of data, we observe zero events and have set a 95 % con�dence level limit

for the gluino mass.



iv

To my mother and the memory of my father, a scientist and a baseball fan.



v

ACKNOWLEDGMENTS

I wish to acknowledge Teruki Kamon, Maxwell Chertok, and Stephan Lammel

as co-authors in this analysis. I would also like to mention Ping Yeh for his expertise

in UNIX and his knowledge of the data production process; I thank Jay Dittmann

and Andrew Gordon for their knowledge of electron identi�cation; I thank Greg Feild,

Todd Hu�man, Jonathan Lewis, Paul Ngan, Jim Olsen, Steven Pappas, Kevin Pitts,

and George Michail (who passed away in 1996) for their assistance in muon identi�-

cation and triggers; I thank Wendy Taylor for calculating the level 2 low ET electron

trigger e�ciency; thanks to Nicki Bruner for determining the level 3 trigger e�cien-

cies; I also thank Farhad Keyvan for his advice and PAW expertise. I thank Andrew

Scott for determining the Drell-Yan cross-section using my SUSY Dilepton sample; I

also take the time to acknowledge John Conway, Regina Demina, Henry Frisch, Mike

Gold, Armin Kongeter, Kaori Maeshima, Simona Murgia, Carmine Pagliarone, Maria

Spiropulu, David Stuart, Federica Strumia, Rocio Vilar, and Steven Worm who have

given this analysis constructive criticism and support.

I thank Fermi National Accelerator Laboratory and the technical sta�s of the

participating institutions for their vital contributions. This work was supported by

the U. S. Department of Energy and National Science Foundation; the Italian Istituto

Nasionale di Fisica Nucleare; the Ministry of Education, Science and Culture of Japan;

the Natural Sciences and Engineering Research Council of Canada; the National

Science Council of the Republic of China; the A. P. Sloan Foundation; and the Swiss

National Science Foundation. I was supported by the U. S. DOE under Contract No.

DE-FG05-95ER40917.



vi

TABLE OF CONTENTS

CHAPTER Page

I INTRODUCTION : : : : : : : : : : : : : : : : : : : : : : : : : 1

II THEORY : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 5

A. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . 5

B. Supersymmetry . . . . . . . . . . . . . . . . . . . . . . . . 5

1. Minimal Supersymmetric Standard Model . . . . . . 10

2. Supergravity Inspired MSSM (SiMSSM) . . . . . . . 12

C. Gluinos and Squarks . . . . . . . . . . . . . . . . . . . . . 13

1. Production of Gluinos and Squarks . . . . . . . . . . 13

2. Searches for Gluinos and Squarks . . . . . . . . . . . 13

III THE FERMILAB ACCELERATOR : : : : : : : : : : : : : : : 21

A. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . 21

B. Cockcroft-Walton Pre-accelerator . . . . . . . . . . . . . . 22

C. Linac . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

D. Booster . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

E. Main Ring . . . . . . . . . . . . . . . . . . . . . . . . . . 23

F. Tevatron . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

G. Antiproton Storage Rings . . . . . . . . . . . . . . . . . . 24

H. The Detectors . . . . . . . . . . . . . . . . . . . . . . . . 24

I. Luminosity . . . . . . . . . . . . . . . . . . . . . . . . . . 25

IV THE CDF DETECTOR : : : : : : : : : : : : : : : : : : : : : : 27

A. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . 27

B. The Tracking Chambers . . . . . . . . . . . . . . . . . . . 28

1. Silicon Vertex Chamber . . . . . . . . . . . . . . . . . 28

2. Vertex Time Projection Chamber . . . . . . . . . . . 29

3. The Central Tracking Chamber . . . . . . . . . . . . 30

C. Calorimetry . . . . . . . . . . . . . . . . . . . . . . . . . . 32

1. Central Calorimetry . . . . . . . . . . . . . . . . . . . 33

2. Plug and Forward Calorimetry . . . . . . . . . . . . . 36

D. Muon Chambers . . . . . . . . . . . . . . . . . . . . . . . 40

1. Central Muon Chambers . . . . . . . . . . . . . . . . 40



vii

CHAPTER Page

2. Central Muon Extension . . . . . . . . . . . . . . . . 40

E. Luminosity Counters . . . . . . . . . . . . . . . . . . . . . 42

F. Triggers . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

1. Level 1 . . . . . . . . . . . . . . . . . . . . . . . . . . 43

2. Level 2 . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3. Level 3 . . . . . . . . . . . . . . . . . . . . . . . . . . 50

G. Detector Simulation . . . . . . . . . . . . . . . . . . . . . 50

V DATA SAMPLES : : : : : : : : : : : : : : : : : : : : : : : : : 51

A. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . 51

B. The Run I SUSY Dilepton Sample . . . . . . . . . . . . . 51

1. Electron Cuts . . . . . . . . . . . . . . . . . . . . . . 52

a. Charged Track Requirement . . . . . . . . . . . . 53

b. Energy Leakage into Hadron Calorimeters . . . . 57

c. Electron Lateral Shower Pro�le . . . . . . . . . . 57

d. Track-Shower Matching Variables . . . . . . . . . 57

e. Pulse Height Shape in Strip Chambers . . . . . . 58

2. Muon Cuts . . . . . . . . . . . . . . . . . . . . . . . . 58

a. Calorimeter Energy . . . . . . . . . . . . . . . . 58

b. Impact Parameter . . . . . . . . . . . . . . . . . 63

c. Track Matching . . . . . . . . . . . . . . . . . . 63

3. Kinematics . . . . . . . . . . . . . . . . . . . . . . . . 64

C. Stage-1: Isolated Dilepton Sample . . . . . . . . . . . . . 64

D. SUSY Dilepton Dijet Sample . . . . . . . . . . . . . . . . 70

1. Stage-2: Isolated Dilepton Dijet (uncorrected ET)

Sample . . . . . . . . . . . . . . . . . . . . . . . . . . 70

2. Stage-3: Isolated Dilepton Dijet (corrected ET) Sample 70

E. Comparison with Other Analyses . . . . . . . . . . . . . . 71

1. Z0 Events . . . . . . . . . . . . . . . . . . . . . . . . 71

2. Top Dilepton Events . . . . . . . . . . . . . . . . . . 80

VI RESULTS : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 82

A. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . 82

B. Data Analysis . . . . . . . . . . . . . . . . . . . . . . . . 82

1. Stage-4: Trigger Selected Isolated Dilepton Dijet

Sample . . . . . . . . . . . . . . . . . . . . . . . . . . 82

2. Stage-5: Isolated Central-Central Dilepton Dijet Sample 83

3. Stage-6: M(``0) � 12 GeV/c2 . . . . . . . . . . . . . 84



viii

CHAPTER Page

4. Stage-7: Z0 Veto . . . . . . . . . . . . . . . . . . . . 84

5. Stage-8: Missing Transverse Energy Cut . . . . . . . 84

6. Stage-9: Like-Sign Dilepton Cut . . . . . . . . . . . . 87

C. Background Estimate . . . . . . . . . . . . . . . . . . . . 87

1. Drell-Yan Process . . . . . . . . . . . . . . . . . . . . 89

2. Diboson Production . . . . . . . . . . . . . . . . . . . 89

3. Bottom and Charm Production . . . . . . . . . . . . 90

4. tt Production . . . . . . . . . . . . . . . . . . . . . . 91

5. Total Dilepton Background in Run I . . . . . . . . . 92

D. Total Detection E�ciency . . . . . . . . . . . . . . . . . . 94

1. De�nition . . . . . . . . . . . . . . . . . . . . . . . . 94

2. Acceptance of Signal . . . . . . . . . . . . . . . . . . 95

3. E�ciency Corrections . . . . . . . . . . . . . . . . . . 97

E. Systematic Uncertainties . . . . . . . . . . . . . . . . . . . 97

1. Lepton Trigger E�ciency . . . . . . . . . . . . . . . . 98

2. Lepton Identi�cation E�ciencies . . . . . . . . . . . . 98

3. Lepton Isolation E�ciencies . . . . . . . . . . . . . . 98

4. Jet Energy Scale . . . . . . . . . . . . . . . . . . . . 99

5. Gluon Radiation . . . . . . . . . . . . . . . . . . . . . 99

6. Integrated Luminosity . . . . . . . . . . . . . . . . . 99

7. Total Systematic Uncertainty . . . . . . . . . . . . . 99

F. Limits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

1. Squark-Gluino Mass Plane . . . . . . . . . . . . . . . 104

2. Higgsino Mixing Parameter . . . . . . . . . . . . . . . 104

VII CONCLUSION : : : : : : : : : : : : : : : : : : : : : : : : : : : 108

REFERENCES : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 109

APPENDIX A CDF AUTHOR LIST : : : : : : : : : : : : : : : : : : : : : : : 116

APPENDIX B LEPTON IDENTIFICATION EFFICIENCIES : : : : : : : : : 122

A. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . 122

B. Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

C. Electron Identi�cation E�ciency . . . . . . . . . . . . . . 125

D. Muon Identi�cation E�ciency . . . . . . . . . . . . . . . . 126

E. \Good" CTC Track E�ciency . . . . . . . . . . . . . . . 127

F. Comparison to Top Dilepton Analysis . . . . . . . . . . . 128



ix

CHAPTER Page

APPENDIX C LEPTON ISOLATION EFFICIENCIES : : : : : : : : : : : : 132

A. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . 132

B. Data Samples . . . . . . . . . . . . . . . . . . . . . . . . . 133

C. Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

D. Calorimeter Isolation E�ciency . . . . . . . . . . . . . . . 136

E. Track Isolation E�ciency . . . . . . . . . . . . . . . . . . 137

F. Monte Carlo . . . . . . . . . . . . . . . . . . . . . . . . . 138

1. Calorimeter Isolation E�ciency . . . . . . . . . . . . 138

2. Track Isolation E�ciency . . . . . . . . . . . . . . . . 139

APPENDIX D JETS : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 141

A. De�nition of Jet . . . . . . . . . . . . . . . . . . . . . . . 141

B. Jet Energy . . . . . . . . . . . . . . . . . . . . . . . . . . 141

C. Jet Energy Corrections . . . . . . . . . . . . . . . . . . . 143

APPENDIX E ISAJET VALIDATION : : : : : : : : : : : : : : : : : : : : : : 144

A. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . 144

B. Identi�cation Criteria for Leptons and Jets . . . . . . . . 145

C. Triggers in Dilepton Datasets . . . . . . . . . . . . . . . . 146

D. Z0 ! `` . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146

E. Low-Mass Drell-Yan Events . . . . . . . . . . . . . . . . . 156

F. Top Quark Production . . . . . . . . . . . . . . . . . . . . 157

G. Diboson Production . . . . . . . . . . . . . . . . . . . . . 157

H. Bottom and Charm Production . . . . . . . . . . . . . . . 158

APPENDIX F LIMIT CALCULATION : : : : : : : : : : : : : : : : : : : : : 167

VITA : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 169



x

LIST OF TABLES

TABLE Page

I A description of bosons which mediate the four forces. : : : : : : : : 3

II Standard Model and MSSM particle spectrum. : : : : : : : : : : : : 8

III Summary of the properties of the various CDF calorimeter systems. : 33

IV Inclusive electron triggers. : : : : : : : : : : : : : : : : : : : : : : : : 43

V Inclusive muon triggers. : : : : : : : : : : : : : : : : : : : : : : : : : 44

VI Summary of the CFT binning and its corresponding nominal value

of track pT (GeV/c) at at 90% e�ciency. : : : : : : : : : : : : : : : : 45

VII Lepton identi�cation cuts applied to the SUSY dilepton sample. : : : 53

VIII Muon identi�cation cuts applied to the SUSY dilepton sample. : : : 63

IX ET and pT cuts for leptons and jets in the Stage-3 dilepton dijet

sample. Lepton ET and pT values are corrected values. Additional

lepton identi�cation cuts applied to the Stage-1 cuts are listed. A

good CTC track is de�ned to be a 3D track with � 3 axial super-

layer hits, � 2 stereo superlayer hits, and � 6 total superlayer hits

in the CTC. C and �C are the curvature of the CTC track and

its uncertainty. Note that there is no cut on �R(�; j). Further

discussion about these cuts and their e�ciencies can be found in

Appendix B. : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 73

X Cumulative number of events left after each cut in the dilepton

analysis. The original CDF data sample corresponds to
R L dt

= 18.6 pb�1 and 87.5 pb�1 for Run IA and IB, respectively. No

bad-run removal is applied. : : : : : : : : : : : : : : : : : : : : : : : 74



xi

TABLE Page

XI Cuts used to select Z0 ! e+e� from the SUSY dilepton sample

in addition to those listed in Table VII. The following criteria are

also applied : (a) �R(e1; e2)det > 0.4; (b) jztrk10 � ztrk20 j � 10

cm for central-central dielectron events; (c) jzCEM0 � zPEM0 j � 10

cm for CEM-PEM dilepton events where zCEM0 and zPEMv are the

track-z for CEM and the VTVZ-vertex in the PEM ELES bank,

respectively. Further discussion concerning these cuts and their

e�ciencies can be found in Appendix B. : : : : : : : : : : : : : : : : 75

XII Cuts used to select Z0 ! �+�� from the SUSY dilepton sample

in addition to those listed in Table VIII. The following cuts are

applied : (a) �R(�1; �2)phys > 0.4; (b) jztrk10 � ztrk20 j � 10 cm

for central-central dimuon events. : : : : : : : : : : : : : : : : : : : : 75

XIII Number of Z0 events in SUSY isolated dilepton samples before

and after the two-jet requirement. The cuts to select dilepton

events in this analysis are summarized in Tables XI and XII. Jets

are counted with �R(`; j) > 0:4. The number of Z0 candidate

events is obtained by counting events in 76 GeV=c2 � M(``) �
106 GeV=c2. The numbers in brackets are given as a reference

from previous CDF analyses [57, 58, 59]. : : : : : : : : : : : : : : : : 76

XIV Number of Z0(! ee) + n-jets events in the Stage-3 sample (Run

IA + IB). The cuts to select dilepton events in this analysis

are summarized in Table XI. Jets are separated from electrons

(�R(e; j) > 0:4). The number of Z0 events is obtained by count-

ing events in 76 GeV=c2 � M(ee) � 106 GeV=c2. The numbers

in brackets refer to the CDF published analysis in Ref. [57] and

include Z0 ! CEM-CEM, CEM-PEM, and CEM-FEM events [57]. : 79

XV Number of Z0(! ��) + n-jets events in the Stage-3 sample (Run

IA + IB). The cuts to select dilepton events in this analysis are

summarized in Table XII. Jets are counted with �R(�; j) > 0:4.

The number of Z0 events is obtained by counting events in 76

GeV=c2 � M(�+��) � 106 GeV=c2. : : : : : : : : : : : : : : : : : : 79



xii

TABLE Page

XVI List of the nine dilepton events found in 'o�cial' top OS-dilepton

event candidates (7 e�, 1 ee, and 1 ��) in the latest analysis are

also indicated by
p
[63]. Seven of the nine events are found in

the Stage-3 �Rcone
j =0.4 sample and indicated by z. A cross-check

with jet cone size �Rcone
j =0.7 is denoted by �. : : : : : : : : : : : : : 81

XVII List of nine `o�cial' top OS-dilepton event candidates (7 e�, 1 ee,

and 1 ��) in the latest analysis [63]. Six of the nine events are

found in the Stage-8 sample and indicated by
p
. : : : : : : : : : : : 86

XVIII The event selection is presented in stages for Run IA and Run

IB data samples. The result consists of no like-sign dilepton dijet

events with signi�cant E=T in 106 pb�1 of data. : : : : : : : : : : : : : 88

XIX The CDF preliminary estimate on the numbers of opposite sign

and like-sign dilepton events from expected Standard Model sources

using ISAJET (MRSD00) after E=T � 25 GeV cut is compared to

106 pb�1 of data. : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 94

XX The CDF preliminary estimate of total uncertainty on the total

e�ciency is presented as a function ofM~g forM~q �M~g (tan � =

2 and � = �800 GeV/c2). : : : : : : : : : : : : : : : : : : : : : : : : 101

XXI The CDF preliminary estimate of total uncertainty on the total

e�ciency is presented as a function ofM~g forM~q 'M~g (tan� = 2

and � = �800 GeV/c2). : : : : : : : : : : : : : : : : : : : : : : : : : 102

XXII Cuts applied to the inclusive electron sample. : : : : : : : : : : : : : 123

XXIII Cuts applied to the inclusive muon sample. : : : : : : : : : : : : : : 124

XXIV Identi�cation e�ciency for tight CEM (TCE) electrons using the

Z0 data and MC samples. Conversion removal and \good" CTC

track e�ciencies are discussed later. : : : : : : : : : : : : : : : : : : 125

XXV Identi�cation e�ciency for loose CEM (LCE) electrons using the

Z0 data and MC samples. Conversion removal and \good" CTC

track e�ciencies are discussed later. : : : : : : : : : : : : : : : : : : 126



xiii

TABLE Page

XXVI Identi�cation e�ciency for PEM electrons using the Z0 data and

MC samples. Since the �23�3 distribution for the MC events is

broader, a cut at 9 instead of 3 is applied for MC events. : : : : : : : 126

XXVII Conversion removal e�ciency for electrons using the Z0 data and MC. 127

XXVIII Identi�cation e�ciency for tight CMU/CMP (TCM) muons using

the Z0 sample. : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 127

XXIX Identi�cation e�ciency for loose CMU/CMP (LCM) muons using

the Z0 sample. Note: matching (CMU or CMP) refers to CMU

(CMP) �x < 2 cm (5 cm) OR �2x(CMU=CMP ) < 9. : : : : : : : 128

XXX Identi�cation e�ciency for CMX muons using the Z0 sample. : : : : 128

XXXI Identi�cation e�ciency for CMIO muons using the Z0 sample. : : : : 129

XXXII Cosmic ray removal e�ciency using the Z0 data and MC. : : : : : : 129

XXXIII \Good" CTC track e�ciency using the Z0 data and MC. : : : : : : : 130

XXXIV E�ciency of E=p in the top dilepton study with all other cuts applied. 130

XXXV E�ciency of PEM cuts (other than those used in the SUSY anal-

yses) in the top dilepton study with all other cuts applied. : : : : : : 131

XXXVI Comparison of the SUSY dilepton identi�cation e�ciencies with

those from the top dilepton analysis[63]. : : : : : : : : : : : : : : : : 131

XXXVII Summary of e�ciencies including lepton identi�cation, photon-

conversion removal (TCE and LCE only), \good" CTC track (not

PEM), and cosmic ray removal (muons only). : : : : : : : : : : : : : 131

XXXVIIICuts applied to the inclusive electron sample. : : : : : : : : : : : : : 133

XXXIX Cuts applied to the inclusive muon sample. : : : : : : : : : : : : : : 134

XL The cuts used to select the sample. : : : : : : : : : : : : : : : : : : : 135

XLI Jet identi�cation criteria. : : : : : : : : : : : : : : : : : : : : : : : : 136



xiv

TABLE Page

XLII E�ciency of the calorimeter isolation cut from Z0 ! `+`� data.

Errors are statistical only. : : : : : : : : : : : : : : : : : : : : : : : : 137

XLIII E�ciency of the calorimeter isolation cut of 4 GeV from Z0 !
`+`� data for jet multiplicity of cone size 0.4. Errors are statistical only.137

XLIV E�ciency of the track isolation cut from Z0 ! `+`� data. Errors

are statistical only. : : : : : : : : : : : : : : : : : : : : : : : : : : : : 138

XLV E�ciency of the track isolation cut of 4 GeV/c from Z0 ! `+`�

data for jet multiplicity of cone size 0.4. Errors are statistical only. : 138

XLVI E�ciency of the calorimeter isolation cut from Z0 ! `+`� MC.

Errors are statistical only. : : : : : : : : : : : : : : : : : : : : : : : : 139

XLVII E�ciency of the calorimeter isolation cut of 4 GeV from Z0 !
`+`� MC for jet multiplicity of cone size 0.4. Errors are statistical only.139

XLVIII E�ciency of the track isolation cut from Z0 ! `+`� MC. Errors

are statistical only. : : : : : : : : : : : : : : : : : : : : : : : : : : : : 139

XLIX E�ciency of the track isolation cut of 4 GeV/c from Z0 ! `+`�

MC for jet multiplicity of cone size 0.4. Errors are statistical only. : : 140

L Additional cuts to those in Tables VII and VIII are used to select

dileptons. : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 145

LI Cuts used to select jets. : : : : : : : : : : : : : : : : : : : : : : : : : 146

LII e� triggers for studies of b�b=c�c events. : : : : : : : : : : : : : : : : : 146

LIII ISAJET Monte Carlo cross-sections & scaling factors for Z0 ! ``.

The Monte Carlo events are generated with 5 � qT � 500 GeV. : : : 149

LIV Jet multiplicity in Z0 data and Monte Carlo using a cone size of

0.4. The Monte Carlo predictions are normalized to the Run IB

luminosity. : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 155

LV Jet multiplicity in Z0 data and Monte Carlo using a cone size of

0.7. The Monte Carlo predictions are normalized to the Run IB

luminosity. : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 155



xv

TABLE Page

LVI CDF measured cross-section for low-mass Drell-Yan process in-

cluding statistical and systematic uncertainties[80]. : : : : : : : : : : 156

LVII ISAJETMonte Carlo cross-section and correction factors for Drell-

Yan ( ! `+`�). : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 157

LVIII ISAJET Monte Carlo cross-sections and scaling factors for t�t. : : : : 157

LIX ISAJET Monte Carlo cross-sections and scaling factors for dibo-

son production. : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 158

LX Number of OS and LS e� events from ISAJET Z0, , t�t, and

W+W�=W�Z0=Z0Z0 production with MRSD00. The numbers

are normalized to the Run IB luminosity. All scaling factors dis-

cussed in previous sections are applied. Only statistical uncer-

tainty is shown. : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 160

LXI Number of OS and LS e� events from ISAJET b�b=c�c production

with MRSD00 before taking into account the B0 �B0 mixing. The

numbers are normalized to the Run IB luminosity. Only statistical

uncertainty is shown. : : : : : : : : : : : : : : : : : : : : : : : : : : : 160

LXII Number of OS and LS e� events from ISAJET b�b=c�c production

using MRSD00 after taking into account B0 �B0 mixing. The num-

bers are normalized to the Run IB luminosity. Only statistical

uncertainty is shown. : : : : : : : : : : : : : : : : : : : : : : : : : : : 160

LXIII Summary of number of OS and LS e� events from various SM

processes with MRSD00. The uncertainty in NOS;LS for Monte

Carlo events includes statistical and systematic errors. : : : : : : : : 162



xvi

LIST OF FIGURES

FIGURE Page

1 The electromagnetic (�1), weak nuclear (�2), and strong nuclear

(�3) forces do not meet at any energy scale within the framework

of the Standard Model. Taken from Ref. [4]. : : : : : : : : : : : : : : 6

2 The electromagnetic (�1), weak nuclear (�2), and strong nuclear

(�3) forces meet at a common energy scale with the assumption

of the existence of Supersymmetry. Taken from Ref. [4]. : : : : : : : 9

3 Feynman diagrams for the production of squarks and gluinos in

lowest order. The diagrams without and with crossed �nal-state

lines [e:g:, in (b)] represent t- and u- channel diagrams, respec-

tively. The diagrams in (c) and the last diagram in (d) are a result

of the Majorana nature of gluinos. Note that some of the above

diagrams contribute only for speci�c avors and chiralities of the

squarks. Taken from Ref. [8]. : : : : : : : : : : : : : : : : : : : : : : 14

4 The total cross-section for the ~g~g, ~g~q, ~q~q, and ~q�~q at the Fermilab

Tevatron (
p
s =1.8 TeV). NLO (solid): GRV94 parton densities,

with scale Q2 = m2; compared with LO (dashed): EHLQ parton

densities, at the scale Q2 = s. Taken from Ref. [8]. : : : : : : : : : : 15

5 The dependence on the Q scale for the LO and NLO cross-sections

for (a) ~q�~q, (b) ~q~q, (c) ~g~g, and (d) ~q~g production at the Fermi-

lab Tevatron (
p
s =1.8 TeV). Parton densities: GRV94 (solid),

CTEQ3 (dashed), and MRS(A') (dotted) for m~q = 280 GeV/c2

and m~g = 200 GeV/c2. Taken from Ref. [8]. : : : : : : : : : : : : : : 16

6 Gluino/squark cascade decay. : : : : : : : : : : : : : : : : : : : : : : 17

7 Leptonic decay modes for charginos and neutralinos. : : : : : : : : : 18

8 Branching ratio of ~g~g, ~g~q, ~q�~q, and ~q~q to dileptons (ee, e�, and ��)

as a function of gluino mass for two squark mass scales. : : : : : : : 20

9 The Fermilab Accelerator showing the stages of acceleration. : : : : : 21



xvii

FIGURE Page

10 A quadrant of the CDF detector displaying the segmentation of

all components in pseudorapidity. : : : : : : : : : : : : : : : : : : : : 28

11 A barrel of the SVX displaying 4 layers [27]. : : : : : : : : : : : : : : 29

12 The VTX. Left, a cross-sectional view of the VTX octants; right,

a side view of one of the octants demonstrating the measurement

of the vertex of the track [26]. : : : : : : : : : : : : : : : : : : : : : : 30

13 An endplate of the central tracking chamber (CTC) showing the

arrangement of the blocks which hold the 84 layers of sense wires [25]. 31

14 The �� ��� segmentation of the CDF calorimetry. : : : : : : : : : 32

15 A wedge of the central electromagnetic calorimeter [28]. : : : : : : : 35

16 A section of the central electromagnetic shower chamber [28]. : : : : 36

17 A quadrant of the plug electromagnetic calorimeter [30]. : : : : : : : 37

18 Cross-section of the forward electromagnetic calorimeter chamber [32]. 39

19 A quadrant of the forward hadron calorimeter [33]. : : : : : : : : : : 39

20 The � � � coverage of the CMU, CMP, and CMX. : : : : : : : : : : 41

21 A cell of the Central Muon chamber [35]. : : : : : : : : : : : : : : : : 42

22 CEM 16 CFT 12* e�ciency as a function of transverse energy of

the electron. Taken from Ref. [45]. : : : : : : : : : : : : : : : : : : : 48

23 Run IB level 2 muon trigger e�ciency curves �tted for positive

and negative muons relative to CFT bin 0 trigger [48]. These e�-

ciencies are plotted as functions of inverse transverse momentum

of the muon since the triggers select muons based on curvature

rather than momentum. Taken from Ref. [50]. : : : : : : : : : : : : : 49

24 Distributions of the variables used for identi�cation for objects

that are recognized as tight CEM electrons. : : : : : : : : : : : : : : 54

25 Distributions of the variables used for identi�cation for electrons

that pass the loose CEM criteria. : : : : : : : : : : : : : : : : : : : : 55



xviii

FIGURE Page

26 Distributions of the variables used for identi�cation for electrons

that satisfy the PEM criteria. : : : : : : : : : : : : : : : : : : : : : : 56

27 Distributions of the variables used for identi�cation for physics

objects that pass the tight CMU/CMP/CMUP criteria. : : : : : : : 59

28 Distributions of the variables used for identi�cation for objects

that pass the loose CMU/CMP/CMUP criteria. : : : : : : : : : : : : 60

29 Distributions of the variables used for identi�cation for objects

recognized as CMX muons. : : : : : : : : : : : : : : : : : : : : : : : 61

30 Distributions of the variables used for identi�cation for objects

recognized as CMIO muons. : : : : : : : : : : : : : : : : : : : : : : : 62

31 Distributions of the kinematic variables for physics objects that

pass the CEM (TCE and LCE) (solid) and PEM (dashed) iden-

ti�cation criteria. : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 65

32 Distributions of the kinematic variables for physics objects that

pass the CMU/CMP/CMUP (TCM and LCM) (solid), CMX (dashed),

and CMIO (dotted) identi�cation criteria. : : : : : : : : : : : : : : : 66

33 Calorimeter isolation in �R = 0:4 for the three electron classi�cations. 68

34 Calorimeter isolation in �R = 0:4 for the four muon classi�cations. : 69

35 Dilepton mass spectra in the Stage-3 sample for �Rcone
j = 0.4.

The Z0 and � peaks are clearly seen for the ee and �� channels.

The J/ ! �+�� events are also obvious. The J/ ! e+e�

events have been removed by the isolation requirements. : : : : : : : 72

36 Jet multiplicity in the Z0 ! `+`� events in the SUSY isolated

dilepton sample (from Stream B exotic dilepton sample) using

both cone sizes. Results are compared to ISAJET Monte Carlo

and the CDF Z0 ! ee analysis (from the Stream A inclusive

sample) which was previously labeled under CDF internal report

number 3360[57]. : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 78

37 A Feynman diagram is shown displaying Drell-Yan plus two jets. : : 89



xix

FIGURE Page

38 A Feynman diagram is shown displaying diboson production and decay. 90

39 A Feynman diagram demonstrates B0 �B0 mixing. : : : : : : : : : : : 91

40 A Feynman diagram indicates a like-sign dilepton signature can

be contributed from t�t. : : : : : : : : : : : : : : : : : : : : : : : : : : 92

41 The E=T and M(`,`) distributions displaying data and the ex-

pected Standard Model background using ISAJET 7.16 [61] with

MRSD00 as the parton density function at Stage-6. The arrow

displays where the E=T cut is made. One can see that there are no

like-sign dilepton events after E=T � 25 GeV. : : : : : : : : : : : : : : 93

42 Acceptance is presented as a function of M~g for the case where

M~q � M~g and also for the case where M~q ' M~g using ISAJET

7.20[61] (CTEQ3L[71]). Only statistical errors are shown. : : : : : : 96

43 Feynman diagrams yielding real gluon radiation for (a) ~q~q, (b) ~g~g,

and (c) ~q~g production are presented to demonstrate the e�ects due

to initial state and �nal state radiation. : : : : : : : : : : : : : : : : 100

44 Systematic uncertainties are displayed as a function of gluino mass

(for tan � = 2 and � = �800 GeV/c2). Here, the total systematic
uncertainty is seen to be ' 16% regardless of gluino mass. This is

due, for the most part, to the contribution from the uncertainties

due to the lepton isolation e�ciency and gluon radiation. : : : : : : : 103

45 The production limit is presented as a function of gluino mass from

which the mass limit is derived. The solid arrow denotes the limit

at Q2 = m2. The dashed arrow indicates the limit incorporating

the shaded theoretical uncertainty. The NLO cross-section (�)

is calculated from PROSPINO[70](CTEQ3M [71]). The dilepton

branching ratio (Br) is evaluated using ISAJET 7.20[61] (CTEQ3L[71]).105



xx

FIGURE Page

46 The limit at the 95% C.L. is displayed in the squark-gluino mass

plane. Here, the contour is shaded where more than 3.2 events

are expected from the ISAJET 7.20 [61] (CTEQ3L [71]) Monte

Carlo simulations for tan� = 2 and � = �800 GeV for a super-

gravity inspired MSSM (Q2 = m2). Note that the cross-section

for ~g~g, ~g~q, and ~q~q has been raised to NLO using PROSPINO [70]

(CTEQ3M [71]). The limits have been set at the renormalization

and factorization scale, Q2 = m2. : : : : : : : : : : : : : : : : : : : : 106

47 The gluino mass limit is shown as a function of the Higgsino

mixing parameter using ISAJET 7.20 [61] (CTEQ3L [71]) with

tan � = 2. One can see that the choice of � does not a�ect the

limit greatly. : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 107

48 The �� ��� segmentation of the CDF calorimetry. : : : : : : : : : 142

49 The dielectron mass using MRSD00(solid), CTEQ2L (dashed),

and GRVLO (dotted) structure functions are compared to data (points).147

50 The dimuon mass using MRSD00(solid), CTEQ2L (dashed), and

GRVLO (dotted) structure functions are compared to data (points). : 148

51 The jet multiplicity spectra using Z0 ! ee applying MRSD00(solid),
CTEQ2L (dashed), and GRVLO (dotted) structure functions are

compared to data (points). : : : : : : : : : : : : : : : : : : : : : : : 149

52 The jet multiplicity spectra using Z0 ! �� applying MRSD00(solid),
CTEQ2L (dashed), and GRVLO (dotted) structure functions are

compared to data (points). : : : : : : : : : : : : : : : : : : : : : : : 150

53 The corrected jet energies and rapidities of the two leading jets

with cone size 0.4 in Z0 ! ee events using MRSD00(solid), CTEQ2L
(dashed), and GRVLO (dotted) structure functions are compared

to data (points). The leading jet ET is plotted for the Z0+ � 1

jet selection; the second leading jet ET is plotted for the Z0+ � 2

jet selection. : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 151



xxi

FIGURE Page

54 The corrected jet energies and rapidities of the two leading jets

with cone size 0.4 in Z0 ! �� events using MRSD00(solid), CTEQ2L
(dashed), and GRVLO (dotted) structure functions are compared

to data (points). The leading jet ET is plotted for the Z0+ � 1

jet selection; the second leading jet ET is plotted for the Z0+ � 2

jet selection. : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 152

55 The corrected jet energies and rapidities of the two leading jets

with cone size 0.7 in Z0 ! ee events using MRSD00(solid), CTEQ2L
(dashed), and GRVLO (dotted) structure functions are compared

to data (points). The leading jet ET is plotted for the Z0+ � 1

jet selection; the second leading jet ET is plotted for the Z0+ � 2

jet selection. : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 153

56 The corrected jet energies and rapidities of the two leading jets

with cone size 0.7 in Z0 ! �� events using MRSD00(solid), CTEQ2L
(dashed), and GRVLO (dotted) structure functions are compared

to data (points). The leading jet ET is plotted for the Z0+ � 1

jet selection; the second leading jet ET is plotted for the Z0+ � 2

jet selection. : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 154

57 The opening angle (in degrees) between the electron and muon

for opposite and like sign. Here, contributions to the opening

angle distribution due to direct production, initial state gluon

splitting, and �nal state gluon splitting are shown. The unshaded

histogram represents the sum of all standard model processes us-

ing ISAJET+QFL0 MRSD00 Monte Carlo; the points represent

data. Note there is a dilepton mass cut, M(e�) � 12 GeV/c2,

applied to the data and Monte Carlo. : : : : : : : : : : : : : : : : : : 163

58 The dilepton mass of the electron and muon for opposite and like

sign. The unshaded histogram represents the sum of all Standard

Model processes using ISAJET+QFL0 MRSD00 Monte Carlo; the

points represent data. : : : : : : : : : : : : : : : : : : : : : : : : : : 164



xxii

FIGURE Page

59 The jet multiplicity in the electron and muon samples for oppo-

site and like sign and also for both cone sizes, 0.4 and 0.7. The

unshaded histogram represents the sum of all Standard Model

processes using ISAJET+QFL0 MRSD00 Monte Carlo; the points

represent data. : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 165

60 The E=T in the electron and muon samples for opposite and like

sign and also for both jet cone sizes, 0.4 and 0.7. The unshaded

histogram represents the sum of all Standard Model processes

using ISAJET+QFL0 MRSD00 Monte Carlo; the points represent data. 166



1

CHAPTER I

INTRODUCTION

It has always been the goal of human beings to describe the Universe and its Creation

using belief and/or the power of reason. The latter is the motivation of this disser-

tation. Using reason and experiment, the human consciousness has developed the

Standard Model which de�nes the total understanding of the constituents of matter

and the forces of nature.

The Universe is composed of matter and the forces that mediate their interac-

tions. Matter consists of quarks and leptons, which are spin-1/2 particles obeying

Fermi-Dirac statistics (fermions). The forces that control the interactions between

fermions are carried by particles with integral spin obeying Bose-Einstein statistics

(bosons). Empirical studies have shown that there are four types of forces in nature:

strong nuclear, electromagnetic, weak nuclear, and gravity. The current theory is

the so-called Standard Model (SM) of fundamental particles and interactions which

uni�es strong nuclear, electromagnetic, and weak nuclear forces.

Leptons are particles which are a�ected by electromagnetism, gravitation, and

the weak nuclear force. Leptons carry electric charges, � j e j, and the three types

of each are known: electron (e), muon (�), and tau (�). Neutral leptons are called

neutrinos and have small or no rest mass. Experiments have shown that each lepton

is assigned a conserved lepton number (Le, L�, L� ). Antileptons have opposite charge

and lepton number to those leptons. Thanks to the symmetry associated with the

weak nuclear force, left-handed charged leptons and neutrinos are organized in 3

The journal model is Physical Review D.
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generations of doublets:0@ �e
e

1A
L

0@ ��
�

1A
L

0@ ��
�

1A
L

The right-handed leptons are represented as singlets:

eR, �R, �R

Quarks are classi�ed under six avors : up, down, charm, strange, top, and

bottom. One group of quarks has electric charge 2
3
e (up, charm, and top) and the

other group has electric charge �1
3
e (down, strange, and bottom). Quarks have an

additional quantum number called color of which there are three types: red (R),

blue (B), and green (G). Again, the symmetry of the weak nuclear force organizes

left-handed quarks (qL) in 3 generations of doublets :

0@ u

d

1A
L

0@ c

s

1A
L

0@ t

b

1A
L

whereas the right-handed quarks (qR) are singlets :

uR, dR, cR, sR, tR, bR

A particle consisting of two quarks (q�q) is classi�ed as a meson. A cluster of three

quarks (qqq) creates a baryon. These quarks combine such that their con�guration is

colorless. The protons and neutrons that create the nuclei of all atoms are baryons.

Since proton decay has not been observed, the number of baryons (B) in a particle

interaction is conserved. Each quark is assigned a baryon number of 1
3
.

There are four forces which govern matter in the Universe : (1) gravitation, (2)
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electromagnetism, (3) the strong nuclear force, and (4) the weak nuclear force. The

forces that govern the interactions of matter are mediated by bosons (see Table I).

TABLE I. A description of bosons which mediate the four forces.

Name Symbol Force Mediated Mass (GeV/c2)

photon  Electromagnetism 0
weak bosons W�, Z0 Weak Nuclear Force 80, 91
gluon g Strong Nuclear Force 0
graviton G Gravitation 0

Gravitation is one of the oldest known forces. It a�ects particles over a wide

range of distances. The Einstein �eld equations indicate that it is transmitted by a

massless spin-2 bosons called the graviton. Although gravity is a strong force outside

atomic distances, it goes unnoticed in the subatomic world due to much stronger

forces that lie within.

It was known since the days of James Clerk Maxwell that electricity and mag-

netism were di�erent facets of the same force, light or electromagnetism. In the

earliest days of quantum theory, it was known that light is quantized in photons.

The quantized theory of electromagnetism is called quantum electrodynamics (QED).

QED states that any two charged particles interact via the interchange of a photon.

Hence, the photon is the carrier of the electromagnetic force.

The weak nuclear force was not �rst seen until nuclear phenomena were studied.

The weak nuclear force acts only in short distances | distances smaller or on the order

of 1 fermi (10�15 m). In these distances, it is powerful enough to be responsible for

nuclear interactions such as �-decay through the exchange of W -boson and neutrino

scattering through the exchange of a Z-boson. It only a�ects particles whose helicity

is left-handed.

The strong nuclear force is responsible for binding of nuclei and is only measured
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within the nuclear realm. This force is, of course, much stronger than the other forces

or you would not be reading this dissertation. The strong force is carried by a spin-1

boson called the gluon. The gluon carries a quantum number called color. Gluons

come in eight colors (R
�R�B �Bp

2
, R �R+B �B�2G �Gp

6
, R �G, R �B, G �R, G �B, B �R, and B �G) in order

to mediate forces between each other and also the quarks. Hence, the quantum gauge

�eld theory describing their interactions is called quantum chromodynamics.

Glashow, Weinberg, and Salam observed that it would be possible to unify two of

these forces, namely electromagnetism and the weak nuclear force, to create the elec-

troweak force. This uni�cation can only occur due to spontaneous symmetry breaking

and introduction of a yet unseen spin-0 gauge boson called the Higgs (H0). This

model is referred to as the SU(2)�U(1) model. Furthermore, it is possible to incor-

porate the strong nuclear force into this model which de�nes this gauge �eld theory

called the Standard Model.

Even though the Standard Model has been successful in describing the state of

particle physics to date, new theories attempt to explain its short-comings. This dis-

sertation undertakes a search for evidence of Supersymmetry using like-sign dileptons

in p�p collisions at the center-of-mass energy,
p
s = 1.8 TeV, utilizing 106 pb�1 of

data collected by the Collider Detector at Fermilab (CDF) in 1992-5. Theoretical

concepts are introduced in Chapter II. The accelerator facility at Fermilab will be

described in Chapter III. Details of the detector will be presented in Chapter IV.

Chapter V will cover the dilepton data samples that will be analyzed. Results will

be stated in Chapter VI. Conclusions will be stated in Chapter VII. The opportunity

to write a dissertation of this magnitude could not be written without being part of

a collaboration. The names of experimental collaborators are displayed in Appendix

A.
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CHAPTER II

THEORY

A. Introduction

Although the Standard Model has had tremendous success (e.g., the prediction of the

weak intermediate vector bosons and the discovery of the top quark), it leaves many

important questions unanswered. It does not explain why are there three types of

quarks and leptons of each charge. It does not explain a pattern to their masses. It

does not explain why matter has mass. There is a desert between the electroweak

scale and the Planck scale (the uni�cation scale) in the Standard Model. An expla-

nation for this gap in energy scales is yet to be found and it is called the hierarchy

problem. Matter-antimatter asymmetry is not approached in Standard Model theo-

ries. Whether or not quarks and leptons have substructure is not discussed in the

Standard Model. Gravitational interactions have not been incorporated into Stan-

dard Model theories. The Standard Model can not account for the invisible, dark

matter which comprises much of the Universe. Furthermore, uni�cation of the elec-

tromagnetic (�1), weak nuclear (�2), and strong nuclear (�3) forces do not occur at

any energy scale (see Fig. 1). Puzzles such as these also drive particle physicists

to develop and study theories that go beyond the Standard Model. Moreover, new

accelerators are built, so that higher-energy collisions can be observed to test these

theories.

B. Supersymmetry

A very attractive extension of the Standard Model is Supersymmetry (SUSY), which

describes a symmetry between fermions and bosons[1]. Having equal numbers of
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FIG. 1. The electromagnetic (�1), weak nuclear (�2), and strong nuclear (�3) forces

do not meet at any energy scale within the framework of the Standard Model.

Taken from Ref. [4].
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fermionic and bosonic degrees of freedom, SUSY theories assign each fermion a

bosonic partner and vice versa. These new supersymmetric particles are called spar-

ticles. Table II lists the particles and sparticles employing only two Higgs doublets in

a minimalist version of Supersymmetry called the Minimal Supersymmetric Standard

Model (MSSM)[2].

If SUSY were an exact symmetry, particles and their so-called superpartners

would have equal masses. Thus, supersymmetry cannot be an exact symmetry of

nature, and must be broken. The e�ective scale of supersymmetry braking is tied to

the electroweak scale which is characterized by the Standard Model Higgs vacuum

expectation value v = 246 GeV. Hence, searches for supersymmetry can be performed

with today's accelerators.

Supersymmetry has many appealing qualities. Local supersymmetry provides in

a natural way the uni�cation of gravity with the strong and electroweak interactions

(\supergravity")[3]. SUSY relates the Yukawa couplings and the self-couplings of the

Higgs �elds with the gauge couplings. In Grand Uni�ed Theories (GUTs), SUSY

solves the hierarchy problem. In SUSY, the running coupling constants are able to

meet at a common value when scaled with energy (see Fig. 2)[4].

These purely theoretical motivations have been persuasive enough so that ex-

perimental physicists have started to look for signals of supersymmetry. At present,

searching for SUSY particles is already an essential part of high energy physics and

will play an even more important role in the experimental program of new accelera-

tors.

However, present SUSY models su�er from a great number of free parameters.

Furthermore, SUSY gives neither an explanation of the quark and lepton mass-

spectrum nor of the origin of the three families.
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TABLE II. Standard Model and MSSM particle spectrum.

Quarks Squarks

(spin-1
2
)

�
u
d

�
L

uR dR (spin-0)
�
~u
~d

�
L

~uR ~dR�
c
s

�
L

cR sR
�
~c
~s

�
L

~cR ~sR�
t
b

�
L

tR bR
�
~t
~b

�
L

~tR ~bR �! ~t1;2 ;~b1;2

Leptons Sleptons

(spin-1
2
)

�
e
�e

�
L

eR (spin-0)
�

~e
~�e

�
L

~eR�
�
��

�
L

�R
�

~�
~��

�
L
~�R�

�
��

�
L

�R
�

~�
~��

�
L

~�R �! ~�1;2

Gauge bosons Gauginos

(spin-1) g (spin-1
2
) ~g

 ~ Neutralinos

Z eZ f~; eZ; fH0
1;2g

W� fW� �! e�01;2;3;4
Higgs bosons Higgsinos Charginos

(spin-0) h;H;A (spin-1
2
) fH0

1;2 ffW�; fH�g
H� fH� �! e��1;2
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FIG. 2. The electromagnetic (�1), weak nuclear (�2), and strong nuclear (�3) forces

meet at a common energy scale with the assumption of the existence of Su-

persymmetry. Taken from Ref. [4].
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1. Minimal Supersymmetric Standard Model

The MSSM[2] is the supersymmetric extension of the Standard Model with minimal

particle content. In addition to the gauge bosons, gauge fermions (gauginos) are in-

troduced. Quarks and leptons get spin-0 partners, so-called squarks and sleptons, one

for each chirality state. Furthermore, two complex Higgs doublets with hypercharges

+1 and �1 are assigned fermionic superpartners called higgsinos.

After electroweak symmetry breaking, the two Higgs doublets give mass to the

W� and Z0 bosons (and to up- and down-type (s)quarks). Thus, there are �ve

physical Higgs bosons: two neutral scalars h0 and H0, one neutral pseudoscalar A0,

and two charged scalars H+ and H�. An important free parameter called tan � is

de�ned as the ratio of the vacuum expectation values for the two Higgs doublets:

tan� = vu=vd (2.1)

where vu (vd) is the vacuum expectation value of the Higgs �eld which couples exclu-

sively to up-type (down-type) quarks and leptons which are related to each other by:

v2 = v2u + v2d =
4M2

W

g2
(2.2)

where g is the dimensionless weak coupling and MW is the mass of the W -boson. At

and Ab are de�ned as the Higgs-squark-squark trilinear interaction for the top and

bottom quark, respectively. tan� is bounded by unity from below and bounded from

above by the ratio of the masses of the top and bottom quark. At the electroweak

scale, gauginos mix with Higgsinos and receive additional mass contributions from

the Higgs vacuum expectation values, vu and vd, due to a supersymmetric Higgsino

mass mixing term, �.

However, this one-to-one extension of the Standard Model is just a philosophical

representation and does not give the physical states which must be derived as linear
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combinations of the respective �elds. The mass-eigenstates of the charged gauginos

and higgsinos mix to form charginos (~��1;2); and the mass-eigenstates of the neutral

gauginos and higgsinos combine to yield neutralinos (~�01;2;3;4). Thus, there are 2

charginos and 4 neutralinos (see Table II).

At high energies, GUTs are not necessarily held to the requirement of conserving

lepton (L) or baryon number (B) separately. But since matter must either exist or an-

nihilate with antimatter to create energy, a conservation number must still hold. This

conservation is B � L invariance. This principle gives GUTs the freedom to include

proton decay if it is found to exist. In MSSM, B � L invariance leads to a conserva-

tion of a multiplicative quantum number called R-parity, where R = (�1)3(B�L)+2S

for a particle of spin S. The consequence of the conservation of R-parity is that super-

symmetric particles are pair-produced and that the lightest supersymmetric particle

(LSP) is stable. Grand uni�cation requires that the LSP be colorless and neutral.

Hence, the LSP is the lightest neutralino (~�01).

The existence of the superparticles below 1 TeV generally leads to large Flavor

Changing Neutral Currents (FCNC), especially in K0- �K0 oscillations. To avoid this,

one requires the squark masses in the 1st and 2nd generations to be highly degenerate.

Non-universal models can be constructed, but they cannot deviate greatly from the

universal ones in the FCNC channels [5]. Thus, four squark masses are approximately

degenerate and the top-squarks (stops) and the bottom squarks (sbottoms) could be

lighter (or heavier) than other squarks with the mass splittings due to left-right mixing

[6] :

�M2
~b

= mb(Ab � � tan�)

�M2
~t

= mt(At � �
tan �

)

9>>=>>; (2.3)
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2. Supergravity Inspired MSSM (SiMSSM)

Due to the fact that MSSM already has many parameters, a supergravity inspired

MSSM model (SiMSSM) is used. Slepton and sneutrino masses are related to squark

and gluino masses as inspired by supergravity models [7]:

M2
~̀
L

= M2
~q � 0:73M2

~g � 0:27M2
Z cos 2�

M2
~̀
R

= M2
~q � 0:78M2

~g � 0:23M2
Z cos 2�

M2
~�L

= M2
~q � 0:73M2

~g + 0:5M2
Z cos 2�

9>>>>>>=>>>>>>;
(2.4)

where M~g is the mass of the gluino, M~q is the average mass of the squarks, MZ is

the mass of the Z-boson, and cos 2� is related to tan �.

Here, masses of all generations of each type slepton ( ~̀L, ~̀R, and ~�L) are assumed

to be degenerate. The equations, which are approximate compared to the minimal

supergravity model (mSUGRA), require M~q >� 0:9M~g. If the gluinos and squarks

are rather close in mass, the sleptons can be considerably lighter than squarks. One

big di�erence from the mSUGRA model is that the uni�cation of Higgs masses is not

assumed. Thus, � (the Higgsino mixing parameter) is allowed to vary.

In this framework, stops are set slightly heavier than or equal to the other squarks

by �xing At = �= tan�, which suppresses the mixing between ~tL and ~tR. Furthermore,

mixing between ~bL and ~bR are suppressed by choosing Ab = � tan�. In the search

described in this analysis, top squarks (~t) are excluded. In other words, the choice

of At, Ab, and the exclusion of top squarks implies that the search is based on the

assumption of �ve avor degenerate squarks. To avoid a region in MSSM parameter

space where there are signi�cant chargino or neutralino branching ratios into Higgs

particles, the mass of the pseudoscalar Higgs boson (A0) is raised above the chargino

and neutralino masses (MA0 = 500 GeV/c2).
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C. Gluinos and Squarks

1. Production of Gluinos and Squarks

The Feynman diagrams displaying the production mechanisms are seen in Fig. 3. The

cross-sections of p�p ! ~g~g, ~g~q, ~q~q, and ~q�~q is determined at the next-to-leading order

(NLO) (see Fig. 4)[8].

The renormalization and factorization scale, Q2, presents the largest theoretical

uncertainty in the calculation of the cross-section [8]. This uncertainty is ' 50%

for the leading order (LO) cross-section. For the next-to-leading order (NLO) cross-

section, this uncertainty drops to ' 20% (see Fig. 5).

2. Searches for Gluinos and Squarks

The \classic" missing transverse energy (E=T) plus multijet channel involves searching

for the direct and cascade decays of squarks and gluinos into quarks plus a light-

est supersymmetric particle (LSP; ~�01). This search had been pursued by UA1 [9],

UA2 [10], and LEP [11] at CERN and by CDF [12, 13] and D0 [14].

Complementary to the classic E=T+multijets analysis in the search for ~g~g pro-

duction, a like-sign (LS) dilepton approach has been proposed to maximize the ex-

perimental sensitivity [15, 16, 17, 18]. Squarks and gluinos can decay to the lightest

chargino (~��1 ) and next-to-lightest neutralino (~�02) as seen in Fig. 6. Figure 7 demon-

strates the leptonic body decay modes for charginos (left) and neutralinos (right).

These modes occur when the slepton mass is larger than the chargino and neutralino

masses so the decays occur via virtual W�s and Z0s (top) or sleptons (bottom).
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q

q
−

g
q̃

q̃
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g̃

k1

k2

p1

p2

(a)

(b)

(c)

(d)

(e)

(f)

FIG. 3. Feynman diagrams for the production of squarks and gluinos in lowest order.

The diagrams without and with crossed �nal-state lines [e:g:, in (b)] represent

t- and u- channel diagrams, respectively. The diagrams in (c) and the last

diagram in (d) are a result of the Majorana nature of gluinos. Note that some

of the above diagrams contribute only for speci�c avors and chiralities of the

squarks. Taken from Ref. [8].
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FIG. 4. The total cross-section for the ~g~g, ~g~q, ~q~q, and ~q�~q at the Fermilab Tevatron

(
p
s =1.8 TeV). NLO (solid): GRV94 parton densities, with scale Q2 = m2;

compared with LO (dashed): EHLQ parton densities, at the scale Q2 = s.

Taken from Ref. [8].
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(b) ~q~q, (c) ~g~g, and (d) ~q~g production at the Fermilab Tevatron (
p
s =1.8 TeV).

Parton densities: GRV94 (solid), CTEQ3 (dashed), and MRS(A') (dotted) for

m~q = 280 GeV/c2 and m~g = 200 GeV/c2. Taken from Ref. [8].
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~g
q

~q�

q

~��1 or ~�02

~q
q

~��1 or ~�02

FIG. 6. Gluino/squark cascade decay.

The semileptonic cascade decays therefore are :

~g~g ! (qq0`�` ~�01)(q�q`
+`� ~�01)

~g~g ! (q�q`+`� ~�01)(q�q`
+`� ~�01)

~g~g ! (qq0`�` ~�01)(qq
0`�` ~�01)

~g~g ! (q�q`+`� ~�01) +X

9>>>>>>>>>>=>>>>>>>>>>;
(2.5)

~g~q ! (qq0`�` ~�01)(q`
+`� ~�01)

~g~q ! (qq0`�` ~�01)(q
0`�` ~�01)

~g~q ! (q�q`�`+ ~�01)(q`
+`� ~�01)

~g~q ! (q�q`�`+ ~�01)(q
0`�` ~�01)

~g~q ! (q�q`+`� ~�01) +X

~q~g ! (q`+`� ~�01) +X

9>>>>>>>>>>>>>>>>>>=>>>>>>>>>>>>>>>>>>;

(2.6)
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FIG. 7. Leptonic decay modes for charginos and neutralinos.
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~q~q ! (q0`�` ~�01)(q
0`�` ~�01)

~q~q ! (q`+`� ~�01)(q`
+`� ~�01)

~q~q ! (q0`�` ~�01)(q`
+`� ~�01)

~q~q ! (q`+`� ~�01) +X

9>>>>>>>>>>=>>>>>>>>>>;
(2.7)

The branching ratio to two or more leptons (e or �) from decays of ~��1 and ~�02

as a function of gluino mass for ~g~g, ~g~q, ~q�~q, and ~q~q can be seen for the cases where the

squark and gluino mass are the same and where the squark is much heavier than the

gluino in Fig. 8. These rates seen as appreciable for this search.

Equations 2.5-2.7 illustrate that there are at least two jets associated with the

partons in the decay as well as signi�cant E=T from the ~�01 escaping the detector.

Hence, ~g~g, ~g~q, and ~q~q pairs can yield dileptons, two or more jets, and missing en-

ergy. Since the gluino is a Majorana particle (i.e., it is its own anti-particle), leptons

of either charge may be expected in the decay chain. The majority of Standard

Model background processes contains opposite-sign dileptons; and a sizable fraction

of dileptons from supersymmetric processes display a like-sign signature. Hence, the

like-sign requirement greatly reduces the background while retaining a sizable fraction

of signal.
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CHAPTER III

THE FERMILAB ACCELERATOR

Main Ring

ProtonsAntiprotons

Tevatron

Booster

Antiproton Storage Ring

Cockroft-Walton

LinacCDF

FIG. 9. The Fermilab Accelerator showing the stages of acceleration.

A. Introduction

The colliding beam machine (Tevatron) at Fermilab was proposed 23 years ago, and

it was completed in 1985 [19]. Such a proposal to build a proton-antiproton collider

was the idea that helped CERN to �rst discover the W and Z bosons [20]. The

Tevatron was at the right energy and luminosity that allowed CDF and D0 discover

the top quark [21, 22].

Figure 9 shows the paths taken by protons and antiprotons in Fermilab's �ve

accelerators. The beam of particles begin as negative hydrogen ions at the right in
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the Cockcroft-Walton accelerator. They continue down the short, straight section,

the Linac. As the beam of negative hydrogen ions enters the third accelerator, the

circular Booster, both electrons are stripped o� leaving a proton beam. The protons

are injected into the upper ring, the Main Ring and then down into the lower ring,

the Tevatron. In �xed target mode, the proton beam is extracted and sent down the

Fixed Target beamline to the experimental areas.

When the accelerator is run in colliding beam mode, antiprotons are collected

behind the Booster in the Antiproton Storage Rings. The antiprotons are injected

into the Main Ring traveling in an opposite direction from the protons. The protons

and antiprotons, each 100,000 times smaller than an atom, collide at a combined

energy of nearly two trillion electron volts (1.8 TeV) inside two massive detectors

named CDF and D0.

B. Cockcroft-Walton Pre-accelerator

The Cockcroft-Walton provides the �rst stage of acceleration. Gaseous hydrogen is

extracted from a bottle and injected into the ion source. Electrons are then added to

hydrogen atoms. The resulting negative ions, each consisting of two electrons and one

proton, are attracted to a positive voltage and accelerated to an energy of 750,000

electron volts (750 keV).

C. Linac

After leaving the Cockcroft-Walton, negative hydrogen ions enter a linear accelerator

called the Linac, which is approximately 150 m long. The original Linac consisted

of nine vacuum tanks �lled with small tubes, called drift tubes, spaced further and

further apart. Now only the �rst �ve tanks remain and the last four have been
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replaced. An electric �eld is applied to the tubes repeatedly reversing in direction.

The particles travel through the drift tubes, hiding in them when the electric �eld is

in a direction that would slow them down and emerging into the gaps between the

drift tubes when the �eld is in the direction to speed them up. A recent upgrade

replaced the last four tanks with a more e�cient side-coupled Linac which uses the

same principle of oscillating electric �elds to accelerate the negative hydrogen ions to

400 million electron volts (400 MeV). Before entering the third stage, the Booster, the

ions pass through a carbon foil which removes the electrons, leaving only the protons.

D. Booster

Located 6 m below ground, the Booster is a rapid cycling synchrotron 150 m in di-

ameter. A synchrotron is a circular accelerator that uses magnets to bend electrically

charged particles in a circular path so that they experience the repeated action of

accelerating electric �elds during each revolution. The protons travel around the

Booster about 20,000 times and their energy is raised to eight billion electron volts (8

GeV). The Booster normally cycles twelve times in rapid succession, loading twelve

pulses, or bunches of protons, into the Main Ring, the next stage of the acceleration

process.

E. Main Ring

The Main Ring is another proton synchrotron which is 6 km in circumference. A

tunnel 3 m in diameter, buried 6 m underground, houses 1,000 conventional, copper-

coiled magnets which continually bend and focus the protons. Under current op-

erating modes, the Main Ring accelerates protons to 150 billion electron volts (150

GeV).
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F. Tevatron

The same tunnel that houses the Main Ring also contains the 1,000 superconducting

magnets which comprise the proton synchrotron known as the Tevatron because of

its ability to accelerate protons to nearly one trillion electron volts (900 GeV). The

superconducting magnets form a ring directly below the the Main Ring magnets and

operate in the temperature range of liquid helium (3 K). Superconducting magnets

produce a larger magnetic �eld at a lower operating cost than conventional magnets.

G. Antiproton Storage Rings

Some of the experiments at Fermilab are performed by colliding a beam of protons

with a beam of antiprotons. Each antiproton has the same mass as the proton but has

the opposite electric charge. To produce the antiprotons, protons are �rst accelerated

to an energy of 120 billion electron volts (120 GeV) in the Main Ring, extracted,

transported to a target area, and focused on the target. The collisions in the target

produce a wide range of secondary particles including many antiprotons. These are

selected and transported to the Debuncher ring in bunches. These bunches are re-

duced in size by a process known as stochastic cooling. They are then transferred to

the Accumulator ring for storage. Finally, when a su�cient number has been pro-

duced, the antiprotons are re-injected into the Main Ring and passed down into the

Tevatron where they are accelerated simultaneously with a counter-rotating beam of

protons to an energy of 900 GeV.

H. The Detectors

Beams of protons and antiprotons collide at nearly the speed of light in Fermi-

lab's Tevatron particle accelerator. Two hundred and �fty thousand times a second,
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proton-antiproton collisions burst into showers of secondary particles. The collisions

take place inside each of two huge collider detectors on the accelerator ring. The

detectors' job it is to observe as many collisions as possible, to recognize and record

the particles that come ying out, and to preserve the information for later study.

By analyzing the stored data from the detectors, physicists are able to make

discoveries about the fundamental nature of matter and energy. Physicists at Fermilab

have been studying data from CDF and D0, the Laboratory's two collider detectors,

and have found evidence of collisions that have produced the top quark, a previously

undiscovered fundamental particle predicted by current scienti�c theory.

I. Luminosity

At a particle collider, the rate dN
dt

at which events of a given type occur is determined

by the luminosity of the machine, L, multiplied by the cross-section for the relevant

scattering process, �:

dN

dt
= L�: (3.1)

The machine luminosity is controlled by the parameters of the collider[23] :

L =
NpN�pBf0
4��x�y

(3.2)

where f0 is the revolution frequency (50 kHz), B is the number of bunches (6), Np is

the number of protons/bunch (' 2 � 1011), N�p is the number of antiprotons/bunch

(' 6 � 1010), and �x and �y characterize the Gaussian transverse beam pro�le in

x and y (' 3 � 10�3 cm). Hence, a typical number for luminosity during Run I is

L ' 3� 1031 cm�2 s�1.

The collider run at Fermilab which spanned the period from 1992-5 is denoted

as Run I. By choice of convention, the �rst ' 20 pb�1 (1992-3) of Run I is referred to
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as Run IA and the following 90 pb�1 (1994-5) of the collider run is designated as Run

IB. This collider run has yielded much data for both the CDF and D0 collaborations.
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CHAPTER IV

THE CDF DETECTOR

A. Introduction

CDF is a 5000 t magnetic spectrometer containing tracking detectors, calorime-

ters, muon chambers, as well as an electronic triggering system to record selected

events [24]. CDF uses a right-handed coordinate system where the z-axis is along the

proton direction, the y-axis is up and the x-axis is radially outward. The origin of this

coordinate system lies at the center of the detector. A display of the detector showing

its many components is presented in Fig. 10 segmented in pseudorapidity, �, which is

de�ned by � � �ln tan (�/2) and where � is the polar angle measured relative to the

incoming proton beam direction. Pseudorapidity is the relativistic limit of rapidity,

y :

y � 1

2
ln

 
E + pz
E � pz

!
(4.1)

y =
1

2
ln

 
cos2(�=2) +m2=4p2 + :::

sin2(�=2) +m2=4p2 + :::

!
(4.2)

y ' �ln tan(�=2) (4.3)

where E is the energy of the particle, pz is the momentum of the particle along the z-

axis, � is the polar angle, p is the total momentum of the particle, andm is the mass of

the particle. Since y is Lorentz invariant, the detector is segmented in pseudorapidity

rather than polar angle in a detector at a hadron collider.



FIG. 10. A quadrant of the CDF detector displaying the segmentation of all compo-

nents in pseudorapidity.

B. The Tracking Chambers

The tracking detectors lie inside a 1.4 T solenoidal magnetic �eld. The tracking cham-

bers consist of (1) the silicon vertex (SVX) chamber, (2) the vertex time projection

(VTX) chamber, and (3) the central tracking chamber (CTC).

1. Silicon Vertex Chamber

The silicon vertex detector (SVX), positioned immediately outside the beam pipe and

inside the CTC, provides precise charged particle reconstruction and allows identi�-
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FIG. 11. A barrel of the SVX displaying 4 layers [27].

cation of secondary vertices from b-quark decays [27]. Figure 11 displays a barrel of

the SVX and shows the four layers of silicon detectors which measure the r-� position

of tracks in the pseudorapidity range j � j� 1. A typical minimum ionizing particle

creates about 20,000 electron-hole pairs in a single silicon layer generating a r � �

track as it passes through the 4-layer SVX.

2. Vertex Time Projection Chamber

Surrounding the SVX is the vertex time projection chamber (VTX) [26]. It is a

drift chamber which is divided into octants. The gas composition is a 50%/50%

Argon/Ethane which is bubbled through isopropyl alcohol at 7o C. Each of the 8

modules is divided in z into two drift regions about 5 cm long and 8 octants in �.

Charged particles ionize the gas inside a VTPC cell and these ions drift towards

the center of the modules where they are detected. This tracking system yields a 1

mm event vertex resolution. There are several combinations of track segments that

yield primary vertex candidates. These are classi�ed and stored in the VTVZ bank
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FIG. 12. The VTX. Left, a cross-sectional view of the VTX octants; right, a side view

of one of the octants demonstrating the measurement of the vertex of the

track [26].

upon data processing. Those vertex candidates with classi�cation 12 or above are

considered golden candidates for the vertex of the primary interaction. Figure 12

displays and demonstrates the measurement of the track vertex.

3. The Central Tracking Chamber

The central tracking chamber (CTC) is a 1.3 m radius 3.2 m long cylindrical drift

chamber which measures the momenta of charged particles within a pseudorapidity

range j � j� 1.1 [25]. In this region, the momentum resolution, �pT
p2
T

is less than

0.002 (GeV/c)�1. The chamber contains 84 layers of sense wires grouped into 9

\superlayers". Five of the superlayers consist of 12 axial sense wires; four stereo

superlayers consist of 6 sense wires tilted by � 3o relative to the beam direction.

Figure 13 shows an endplate of the CTC displaying the 45o tilt of the superlayers to

the radial direction to correct for the Lorentz angle of the electron drift in the 1.4 T

magnetic �eld.
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FIG. 13. An endplate of the central tracking chamber (CTC) showing the arrangement

of the blocks which hold the 84 layers of sense wires [25].
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FIG. 14. The �� ��� segmentation of the CDF calorimetry.

C. Calorimetry

Since it is necessary to reconstruct the total energy for each event, a near 4� cov-

erage of the detector is provided by the calorimetry. Electromagnetic and hadronic

calorimeters, arranged in a projective tower geometry, surround the tracking volume

and are used to identify jets, localized clusters of energy, within the range j � j� 4.2.

The central calorimetry covers the pseudorapidity range j � j� 1.1. The plug and

forward calorimetry (electromagnetic and hadronic) provides coverage in the pseudo-

rapidity range 1.1 �j � j� 2.4 and 2.4 �j � j� 4.2, respectively, making CDF a nearly

perfect detector. Figure 14 displays the �� ��� segmentation of the calorimetry.

The calorimeters at CDF measure energy of various kinds of particles using a

method called sampling. This technique is a statistical one with the energy (E) being

shared between the absorber and an actual sampling medium. For such a calorimeter,

the energy (E) is proportional to the energy deposited in the sampling medium. The
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TABLE III. Summary of the properties of the various CDF calorimeter systems.

System � Coverage Energy Resolution Thickness

Central EM j�j < 1:1 13:7%=
p
ET � 2% 18 X0

Plug EM 1:1 < j�j < 2:4 22%=
p
ET � 2% 18-21 X0

Forward EM 2:2 < j�j < 4:2 25%=
p
ET � 2% 25 X0

Central HAD j�j < 0:9 50%=
p
ET � 3% 4.5 �0

Endwall HAD 0:7 < j�j < 1:3 75%=
p
ET � 4% 4.5 �0

Plug HAD 1:3 < j�j < 2:4 106%=
p
ET � 4% 5.7 �0

Forward HAD 2:4 < j�j < 4:2 106%=
p
ET � 4% 7.7 �0

experimental resolution � is proportional to
p
E. The fractional energy resolution

can then be expressed as :

�(E)

E
/ 1p

E
(4.4)

Thus, the fractional energy resolution improves as the energy deposition in the

calorimeter is increased. Table III displays properties of several of CDF's calorimeter

elements (The symbol � means that the constant term is added in quadrature to the

resolution; �0 represents nuclear absorption lengths and X0 radiation lengths.).

1. Central Calorimetry

The central calorimetry surrounds the CTC. It consists of two main components :

the central electromagnetic calorimeter (CEM) and the central hadronic calorimeter

(CHA). The CEM is designed to measure transverse electromagnetic energy such

as photons and electrons. The CHA is responsible for observing the much more
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penetrating objects which interact hadronically.

The central electromagnetic calorimeter (CEM) was developed in order to com-

bine the good resolution of scintillator with the �ne segmentation of one or more gas

layers [28]. It is divided into 24 wedges of 15o in � and is segmented into towers of

�� of 0.1 totaling 480 towers on each side of the CEM. A CEM wedge consists of 31

5 mm SCSN-38 polystyrene layers alternating with 30 layers of 3.2 mm Pb totaling

18 radiation lengths as is displayed in Fig. 15. Six radiation lengths into the CEM

is the central electromagnetic shower (CES) chamber, a set of proportional strip and

wire chambers. This location is approximately at the point where the electromagnetic

shower deposits its maximum energy. The CES provides both z and r�� information

about the shower and has resolution of �2 mm in each view as shown in Fig. 16. The

central pre-radiator (CPR) is another set of proportional chambers between the CEM

and the CTC that samples early development of the electromagnetic showers caused

by the material of the solenoid coil.

The central hadronic calorimeter (CHA) consists of 48 steel-scintillator central

modules with 2.5 cm sampling and 48 steel-scintillator endwall modules with 5 cm

sampling [29]. Each calorimeter module is divided into projective towers, each cov-

ering approximately 0.1 unit in pseudorapidity and 15o in azimuthal angle, matching

those of the electromagnetic calorimeter in front of it. It consists of about 4.7 inter-

action lengths. The CHA measures energy in the region j � j� 0.7.

The endwall hadronic calorimeter (WHA) is similar in design to the CHA. It

consists of 15 layers of 5.1 cm steel absorber alternating with plastic scintillator

which totals to 4.5 interaction lengths. It covers the region 0.7 � � � 1.3. For the

remainder of this text, WHA will be included in discussions of the CHA.
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FIG. 15. A wedge of the central electromagnetic calorimeter [28].



FIG. 16. A section of the central electromagnetic shower chamber [28].

2. Plug and Forward Calorimetry

The central calorimeters use scintillator for good energy resolution and adequate

radiation hardness. In the high j � j regions of the detector, resolution becomes less

critical and radiation exposure becomes a greater issue. In addition, �ner transverse

segmentation is needed in order to achieve the same position resolution seen in the

central calorimeter. At the time of design and construction, this segmentation was

di�cult to achieve using a scintillator based calorimeter. As a result, all calorimeters

in the region 1.1 � � � 4.2 use gas (50/50 Argon/Ethane with a small percentage of

alcohol) as an active medium.

The plug electromagnetic calorimeter (PEM) is a multi-wire gas (argon-ethane)

proportional system, segmented into 72 5� � wedges [30]. There are 34 tube arrays

interleaved with 2.7 mm thick steel absorber. The PEM is about 19 radiation lengths

thick and is segmented into towers of (�� = 0:1)� (�� = 5�). Just as in the CEM,

the PEM has a detector placed at shower maximum. In the PEM it is a proportional

system with �ner granularity than the rest of the detector. A quadrant of the PEM

is shown in Fig. 17.

The plug hadronic calorimeter (PHA) has 21 layers of 5.1 cm thick steel alternat-

ing with gas proportional tubes [31]. The PHA is about 6 absorption lengths. Each

chamber has 72 cathode pads, arranged to project to the interaction region. The
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FIG. 17. A quadrant of the plug electromagnetic calorimeter [30].
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50 �m gold plated tungsten anode wires are centered in resistive plastic tubes. The

PHA is divided into 12 stacks of 30o in azimuthal angle. All anode wires in a single

chamber are ganged and read out, giving longitudinal information from each plane in

each stack.

The forward electromagnetic calorimeter (FEM) identi�es electrons and photons

in the region 2.2 � � � 4.2 [32]. The FEM is 6.5 m from the interaction point and

consists of 30 layers of lead alternating with gas sampling chambers. Each lead sheet

is 0.8 X0. The projective geometry is extended from the plug region in a grid of

�� = 0.1 ��� = 5o. The pads are ganged at constant � into two 15 layer regions.

In each chamber, 124 anode wires are arranged vertically and are ganged together in

�ve sectors for readout. The signals from the wires are useful for diagnostics and also

provide a longitudinal shower pro�le. Each wire is strung inside a tube made from

a repeated array of extruded aluminum T-shaped channels mounted on the cathode

pad panel as shown in Fig. 18. The wires are 50 �m in diameter and are nickel ashed

for a reliable solder connection. The cathode pad array is made from an etched layer

of copper.

The forward hadronic calorimeter (FHA) was built to provide coverage in the

range 2.2 � � � 4.2 [33]. The chamber is nearly identical to that of the FEM.

There are 27 layers of 5 cm steel interleaved with the chambers in each of the eight

quadrants. In each chamber, the anode wires are segmented into six regions for read-

out. Cathode pad signals are summed in towers of � and �. The FHA has been

serviced and maintained during the course of Run I by the Texas A&M University

group working on CDF [34]. Figure 19 shows a segmented quadrant of the FHA.
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FIG. 19. A quadrant of the forward hadron calorimeter [33].
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D. Muon Chambers

The central muon chambers (CMU and CMP) and the central muon extension (CMX)

are used to identify muons. Since muons are only weakly and electromagnetically

interacting, these detectors lie outside much of the calorimetry. Muons can therefore

be identi�ed as a penetrating minimum ionizing particles which escape the central

volume of the detector leaving only a charged track in the tracking chambers. These

detectors are drift chambers and are further described below. The coverage of the

muon chambers in � � � space is shown in Fig. 20.

1. Central Muon Chambers

The central muon chambers (CMU) are directly outside the CHA, using the calorime-

ters as a hadron absorber (approximately 5 interaction lengths) [35]. The CMU

consists of 24 15o wedges with each wedge consisting of 6 towers. Each tower radi-

ally consists of 4 layers of drift chambers and covers the region j�j < 0:6. A muon

must have pT � 1.4 GeV/c to reach the CMU. Outside the CMU is an additional

0.6 m of steel (approximately 8 interaction lengths) and then 4 more layers of drift

chambers known as the central muon upgrade (CMP). Approximately 84% of the

detector is covered by the CMU, 63% by the CMP and 53% by both. The CMP,

behind additional absorber, is very useful in reducing fake muons which are actually

punch-though from energetic jets. Figure 21 displays a cell of the CMU cell.

2. Central Muon Extension

The central muon extension (CMX) covers the region 0:6 < j�j < 1:0 and is a set

of four free-standing conical arches. Each arch contains drift chambers for muon

detection sandwiched between scintillators for triggering. Approximately 71% of the
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FIG. 20. The � � � coverage of the CMU, CMP, and CMX.
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TABLE IV. Inclusive electron triggers.

Level Run IA Run IB
1 L1 CALORIMETER* L1 CALORIMETER*
2 CEM 9 SEED SH 7 CFT 9 2* CEM 16 CFT 12*

CEM 8 CFT 7 5 XCES*
3 ELE1 CEM 8 6* ELEB CEM 8 6*

ELE1 CEM 9*
ELE1 CEM 15 10* ELEB CEM 18*

with the BBCs. Hence, one measures the amount of data recorded at CDF in inverse

cross-section. Due to the uncertainty on the normalization of the BBCs, there is a

4.1% error on the measurement of the luminosity [36].

F. Triggers

The Run I Tevatron produced about 5 trillion collisions at a rate of 1 MHz. This

rate must be reduced to about 5 Hz so that it can be recorded to tape. Hence, a

three tiered system was designed to reduce this rate yet to allow us to record the

events that are interesting to examine. The three tiers in the CDF trigger system

are : level 1, level 2, and level 3. The level 1 and 2 trigger systems are discussed in

detail in Ref. [37]. The level 3 trigger system is described in Ref. [38]. The inclusive

electron and muon triggers relevant to this analysis are described in Tables IV and V,

respectively.

1. Level 1

The level 1 trigger is a dedicated electronics which checks for deposited energy in

calorimeter towers or muon chamber hits at or above some threshold to determine

whether or not to save the event. The level 1 decision whether or not to accept this
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TABLE V. Inclusive muon triggers.

Level Run IA Run IB
1 CMU CMP 6PT0* CMU CMP 6PT0*
2 CMU CMP CFT 9 2* CMUP CFT 12 5DEG*

CMUP CFT 7 5 5DEG*
3 MUO1 CMU CMP 7* MUOB CMU CMP 8*

MUOB CMU CMP 15*

event is made within 3.5 �s, the time between successive interactions, and is hence

deadtimeless. The output rate is reduced to 1 kHz after this stage.

The level 1 electron trigger for Run I (L1 CALORIMETER*) is based on the

energy deposition in ����� = 0.2 � 15o trigger towers. Electrons are identi�ed as

electromagnetic energy deposited in a calorimeter tower above 8 GeV threshold. The

e�ciency of the Run I level 1 trigger was determined to be 99.2 � 0.1 % for electrons

with transverse energy above 11 GeV [39].

The level 1 muon trigger for Run I (CMU CMP 6PT0*) looked at two hits in each

trigger tower [40]. A trigger tower comprised the four drift cells aligned along the

radial direction subtending an angle of 4.2o in the central region of the detector. A pT

measurement was achieved by exploiting the fact that low momentum tracks emerge

from the magnetic �eld at an angle with respect to the radial directions thereby

producing hits on the radially aligned wires in the drift cells. A 6 GeV threshold

was required for the Run I level 1 muon trigger. The e�ciency of the high pT trigger

at the plateau is measured to be 93:1� 1:1� 1:0%, independent of the positive and

negative charges [41].
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2. Level 2

The level 2 trigger is also hardware. It is much more sophisticated than the level 1

trigger; and it manifests its sophistication by combining objects such as tracks, energy

clusters, muon chamber hits, etc. in order to construct electrons, muons, etc. The

level 2 trigger reduces the output rate to 12 Hz. If this rate is too high, the level 2

triggers are designed such that they can be prescaled.

At level 2, the online track �nding for electrons and muons is performed by the

central fast tracker (CFT) [42]. The CFT is a hardware track processor which uses fast

timing information from the CTC as input. The CFT measures the curvature (p�1T )

of tracks in the CTC. Hence, the momentum resolution of the CFT is determined

to be �pT
p2T

' 0.035. Eight sets of patterns (\bin") of curvature for tracks in CTC

are provided by the CFT, which are used by the electron or muon trigger systems

to select the track associated with an energy cluster in the central electromagnetic

calorimeter or a track segment (\stub") in the central muon chambers. Each pattern

is approximately 90% e�cient for a track of the nominal pT. The nominal values for

Run IA and Run IB are summarized in Table VI.

TABLE VI. Summary of the CFT binning and its corresponding nominal value of

track pT (GeV/c) at at 90% e�ciency.

Run bin 0 bin 1 bin 2 bin 3 bin 4 bin 5 bin 6 bin 7

IA 3.0 3.7 4.8 6.0 9.2 13.0 16.7 25.0
IB 2.2 2.7 3.4 4.7 7.5 12.0 18.0 27.0

Run I used three di�erent inclusive electron triggers. One electron trigger was

used in Run IA. Two separate inclusive electron triggers (one with a low ET threshold

and another with a high ET threshold) were used in Run IB.

The Run IA level 2 trigger required the presence of an electromagnetic energy

cluster found in the CEM of at least 9 GeV with at least 9 GeV in the seed tower.
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Neighboring towers above a 7 GeV threshold were included in the cluster. A require-

ment of a CFT track above a 9.2 GeV/c (CFT bin 4) threshold pointing to the same

CEM wedge is also made. The hadronic energy in the cluster in the cluster was re-

quired to be less than 12.5% of the electromagnetic energy. The e�ciency of the Run

IA level 2 electron trigger is (92:4 � 1:7 +3:0
�4:7)% for electrons with transverse energy

above 11 GeV [43].

The Run IB level 2 low ET electron trigger prescribed an electromagnetic energy

cluster in the CEM above an 8 GeV threshold in the seed tower. Electromagnetic

energy deposited in neighboring towers in the CEM above 7 GeV threshold were also

included in the cluster. A CFT track with a transverse momentum of at least 7.5

GeV/c (CFT bin 4) is required to point to the same CEM wedge. A match between

the CFT track and the CES cluster position is made within � 2.5 cm. The XCES

trigger reduced the level 2 trigger rate by a factor of two while being 90% e�cient

for real electrons allowing the reduction in the ET threshold from 9 GeV to 8 GeV.

Again the hadronic energy in the cluster is demanded to be less than 12.5% of the

electromagnetic energy. The level 2 low ET electron trigger was dynamically prescaled

as a function of instantaneous luminosity. The Run IB average prescale for this trigger

was a factor of 1.2 [46]. The e�ciency of the Run IB level 2 low ET electron trigger

including the isolation requirement for the trigger is (91:4� 1:1)%� (99:2� 0:8)% for

electrons with transverse energy above 11 GeV [44].

The Run IB level 2 high ET electron trigger prescribed an electromagnetic energy

cluster in the CEM above a 12 GeV threshold in the seed tower. Electromagnetic

energy deposited in neighboring towers in the CEM above 12 GeV threshold were

also included in the cluster. A CFT track with a transverse momentum of at least 12

GeV/c (CFT bin 5) is required to point to the same CEM wedge. Again the hadronic

energy in the cluster is demanded to be less than 12.5% of the electromagnetic energy.
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The e�ciency of the Run IB level 2 high ET electron trigger is displayed in Fig. 22.

Run I used three di�erent inclusive muon triggers. One muon trigger was used

in Run IA. Two separate inclusive muon triggers (one with a low pT threshold and

another with a high pT threshold) were used in Run IB. The CMU consists of 24

wedges with 6 muon towers per wedge. Each two consecutive muon chambers in

the CMU are logically connected to become CMU trigger towers; each CMU trigger

tower covers 5 degrees in azimuth. The muon chamber information, matching map,

and tracking information are stored in the track list board (TRL) which is retrieved

in software via TRLMAP. The level 2 high pT triggers require the level 1 high pT

muon trigger and at least one cluster in the CMP chamber associated with a CFT

bin 5 track. It also requires that the extrapolated position of the CFT track to the

CMU muon detector be within the CMU muon module (\muon trigger tower"; 4.2�

in ' and �0:6 in �) that has the muon stub (\5-degree matching"). This is also an

allowance for multiple scattering, so that the CFT track is accepted if its extrapolated

position would be within two muon chambers. The matching is performed by a map

on the track list board (TRL) after a looser match from the CTCX extrapolation

map. The level 2 high pT triggers did not need to be dynamically prescaled. The low

pT muon trigger is similar to the high pT, but requires a CFT bin 4 track. The Run

IB low pT muon trigger was dynamically prescaled by a factor of 1.8 [47].

The Run IA muon trigger e�ciency (CMU CMP CFT 9 2*) is 92:9� 1:5% rel-

ative to the level 1 muon trigger for muons with transverse momentum above 11

GeV/c [49]. The Run IB muon trigger e�ciencies are determined as functions of

inverse momentum (curvature) relative to the CFT bin 0 trigger in Fig. 23. The

CFT bin 0 e�ciency was determined to be 0.9481�0.0017�0.0077 (�+) and 0.93399

� 0.0018 �0.0080 (��)[48].
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FIG. 22. CEM 16 CFT 12* e�ciency as a function of transverse energy of the electron.

Taken from Ref. [45].
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FIG. 23. Run IB level 2 muon trigger e�ciency curves �tted for positive and negative

muons relative to CFT bin 0 trigger [48]. These e�ciencies are plotted as

functions of inverse transverse momentum of the muon since the triggers se-

lect muons based on curvature rather than momentum. Taken from Ref. [50].
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3. Level 3

The level 3 trigger is a software �lter that reconstructs the entire event which is run

on 4 Silicon Graphics 8-CPU Power Servers with a combined processing power of a

gigaop [38]. The purpose of the level 3 trigger is to reduce the rate to 5 Hz so that

it can be recorded to 8 mm tape. The level 3 exotic dilepton trigger, which accepts

dilepton events online in this analysis, requires 2 leptons and a level 2 accept.

The level 3 electron trigger required an event with a good electron from level 2 to

pass. In Run IA, it was determined that electrons having transverse energy above 11

GeV have an e�ciency of 95.2 � 1.5% at the plateau [51]. This result was con�rmed

for the level 3 electron trigger implemented in Run IB [52].

The level 3 muon trigger required an event with a good muon from level 2 above

threshold to pass. In Run IA, the threshold was set at 7 GeV. For Run IB, this thresh-

old was increased to 8 GeV. In Run IA, it was determined that this trigger possesses

a plateau e�ciency of 99.3 � 0.1 � 1.0 % for muons with transverse momentum

above above 11 GeV/c [53]. This result was con�rmed for the level 3 muon trigger

implemented in Run IB for muons with transverse momentum above 11 GeV/c [52].

G. Detector Simulation

The CDF collaboration uses a Monte Carlo package called QFL0 to generate e�ects

of the detector response [54]. Its output is based on parameterized results from

testbeam rather than calculation from �rst principles as in GEANT based detector

simulations [55]. All simulated events used in this analysis were generated with QFL0.
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CHAPTER V

DATA SAMPLES

A. Introduction

In order to search for Supersymmetry in the dilepton+jets channel, dilepton and

dilepton-dijet data samples must be created. These data samples are the SUSY

dilepton and the SUSY dilepton-dijet datasets. The selection of these samples are

accomplished via electron, muon, and jet identi�cation cuts which are de�ned in this

chapter. Validation of these samples is done by comparison to the Z0 ! `` and top

dilepton analyses.

B. The Run I SUSY Dilepton Sample

The Run I SUSY Dilepton Dataset is composed of the Run IA and Run IB SUSY

Dilepton Datasets. The data selection requires that there are at least two leptons

with one lepton passing a tight cut and a second passing a loose cut. The �rst lepton

is required to be found in either the central electromagnetic calorimeter (CEM) or in

the central muon chambers (CMU or CMP; CMUP represents a muon whose track

crosses both the CMU and CMP). The second lepton can be an object found in the

above mentioned regions, the plug electromagnetic calorimeter (PEM), the central

muon chamber extension (CMX), or a track above 10 GeV/c which leaves minimum

ionization in the central calorimeter (CMIO).

In Run IA, the dilepton dataset was composed from the Run IA inclusive electron

and muon streams and vetoed duplicate events. The Run IA inclusive electron and

muon streams consisted of 3.7 million events and 2.7 million events, respectively. The

Run IA dilepton sample is composed of 58,221 dilepton events [56]. In this selection,
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at least one central lepton must have momentum above ' 9 GeV/c and a second

lepton with its momentum above ' 3 GeV/c.

In Run IB, the exotic dilepton dataset (XDLB 5P Stream B dataset) was created

using the level 3 Exotic Dilepton Trigger (COMBINED EXOB DIL) which selected

any dilepton (ee, e�, and ��) event that was passed from level 2 and satis�ed the

TDLFLT (CDF top dilepton �lter) criteria. The Exotic Dilepton Dataset consists

of 3,270,488 events. The Run IB sample is composed of 457,478 events that were

selected from the Exotic Dilepton Sample to tape. In the Run IB selection, at least

one central lepton must have momentum above ' 8 GeV/c and a second lepton must

have its momentum above ' 3 GeV/c.

In selecting this sample, one must ensure that the leptons selected pass certain

quality cuts. These cuts are quali�ed and quanti�ed based on testbeam data. The

following subsections discuss the electron and muon identi�cation cuts used in the

selection of the SUSY Dilepton Sample. Kinematic variables from this sample are

discussed in one of these latter subsections as well.

1. Electron Cuts

Three sets of identi�cation cuts are de�ned for electrons: tight (TCE), loose (LCE),

and plug (PEM). The cuts are made based on the following information: �nding

of a charged track pointing to the electromagnetic cluster (E=p for CEM or VTX

occupancy for PEM), ratio of hadronic to electromagnetic energy deposited in the

calorimeter (Had
Em

), transverse shower pro�le (Lshr for CEM and �23�3 for PEM), ex-

trapolated track-shower position matching (j �x j and j �z j), and strip chamber

shower shape (�2strip). The description for each variable is given in the following sub-

sections. The speci�ed values of the cuts used in the SUSY Dilepton Sample are listed

in Table VII. The distributions of the variables for tight (TCE), loose (LCE), and
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TABLE VII. Lepton identi�cation cuts applied to the SUSY dilepton sample.

Object type Cut Tight Cut Loose Cut

Eraw
T � 8.0 GeV � 4.0 GeV

prawT � 4.0 GeV/c � 2.8 GeV/c
Eraw=praw � 2.0 � 2.0

CEM Had
Em � 0.05 � 0.055+0.045(E=100)
Lshr � 0.2 � 0.2
j �x j � 3.0 cm � 3.0 cm
j �z j � 5.0 cm � 5.0 cm
�2strip � 10.0 � 15.0

Eraw
T � 4.0 GeV

PEM Had
Em � 0.1
�23�3 � 3.0
VTX Occ. � 0.5

plug (PEM) electrons in the SUSY dilepton data sample are shown in Figs. 24, 25,

and 26, respectively.

a. Charged Track Requirement

For central electrons, the ratio of the electromagnetic energy, E, of the electron cluster

measured in the calorimeter to the electron's momentum, p, measured in the CTC

is required to be less than 2. By requiring the presence of a charged track, electron

candidates can be separated from photons (especially those from �0 decays) in the

central electromagnetic calorimeter.

Since the CTC tracking volume does not cover the plug region, a CTC track

requirement can not be used adequately for identi�cation. To test the presence of

charged tracks pointing towards the PEM cluster, a hit occupancy in the vertex

chamber (VTX) of that octant along a possible electron path is used. The VTX

occupancy is de�ned to be the ratio of layers in the VTX on which the electron

deposits charge divided by the expected number of layers in the VTX to be traversed
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FIG. 24. Distributions of the variables used for identi�cation for objects that are rec-

ognized as tight CEM electrons.
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FIG. 25. Distributions of the variables used for identi�cation for electrons that pass

the loose CEM criteria.
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FIG. 26. Distributions of the variables used for identi�cation for electrons that satisfy

the PEM criteria.
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by the electron.

b. Energy Leakage into Hadron Calorimeters

A small value of the ratio Had=Em of the energy in the hadronic towers to the energy

in the electromagnetic towers in the calorimeter cluster is used to discriminate against

jets which have a high electromagnetic fraction.

c. Electron Lateral Shower Pro�le

The transverse pro�le, or \Lshr," of a central electron allows a comparison of the

lateral sharing of the energy in the calorimeter towers of an electron cluster to electron

shower shapes from test beam data. The variable Lshr is de�ned as:

Lshr � 0:14
X
i

Eadj
i � Eprob

iq
(0:14

p
E)2 + (�Eprob

i )2
(5.1)

where Eadj
i is the measured energy in a tower adjacent to the seed tower, Eprob

i is

expected energy in the seed tower, 0.14
p
E represents the energy resolution of the

calorimeter, and �Eprob
i is the uncertainty on the expected energy in the seed tower.

Note that Eprob
i is determined from test beam data.

For plug electrons, a variable denoted �23�3 measures the deviation of the shower

from the predicted shower shape from test beam data by using 3�3 array of the plug
electromagnetic calorimeter towers.

d. Track-Shower Matching Variables

The track pointing to a central electron cluster is extrapolated to the CES cham-

ber. The CES chamber, embedded 6 radiation lengths into the CEM, can be used to
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observe the lateral pro�le of an electromagnetic shower at its maximum. The extrap-

olated position is then compared to the shower position as measured in the CES. �x

is the separation in the r � � view between the extrapolated track position and the

CES strip cluster position. �z is the corresponding separation in the z-view.

e. Pulse Height Shape in Strip Chambers

The CES pulse height shape is used for electron identi�cation in the central region

of the detector. An electromagnetic shower in the calorimeters begins much earlier

for an electron than for a hadron. It is compared to test beam data using a �2 test.

�2strip is a quality of the �t of the energy deposited on each of the 11 CES z-strips

compared to the test beam shape.

2. Muon Cuts

Four sets of lepton identi�cation classes for central muons are used : tight (TCM),

loose (LCM), CMX, and CMIO (see Table VIII). The cuts in each class are based

on the following information: calorimeter energy (EM and Had), impact parameter

of the associated track (d0), and a track matching cut (j �x j or �2x). Description of

the variables are given in the following sections. The distributions of the identifying

variables for tight, loose, CMX, and CMIO muons are given in Figs. 27, 28, 29, and 30,

respectively.

a. Calorimeter Energy

Since the muon chambers lie outside the calorimetry, hits in the muon chambers are

expected from energetic hadronic jets. Since the muon is a minimum ionizing particle,

there are limits on the amount of electromagnetic (EM) and hadronic (Had) energy

that can be deposited into a calorimeter tower projected before a muon chamber. The
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FIG. 27. Distributions of the variables used for identi�cation for physics objects that

pass the tight CMU/CMP/CMUP criteria.
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FIG. 28. Distributions of the variables used for identi�cation for objects that pass the

loose CMU/CMP/CMUP criteria.
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FIG. 29. Distributions of the variables used for identi�cation for objects recognized as

CMX muons.
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FIG. 30. Distributions of the variables used for identi�cation for objects recognized as

CMIO muons.
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TABLE VIII. Muon identi�cation cuts applied to the SUSY dilepton sample.

Object type Cut Tight Cut Loose Cut

prawT � 7.5 GeV/c � 1.4 GeV/c
EM � 2.0 GeV � 2.0 GeV
Had � 6.0 GeV � 6.0 GeV

CMU/CMP/CMUP CMU j �x j or �2x � 2.0 cm or � 9.0 � 2.0 cm or � 9.0
CMP j �x j or �2x � 5.0 cm or � 9.0 � 5.0 cm or � 9.0
j d0 j (raw) � 0.5 cm � 0.8 cm

prawT � 1.4 GeV/c
EM � 2.0 GeV

CMX Had � 6.0 GeV
CMX j �x j or �2x � 5.0 cm or � 9.0
j d0 j (raw) � 0.8 cm

prawT � 10.0 GeV/c
CMIO EM � 2.0 GeV

Had � 6.0 GeV
j d0 j (raw) � 0.8 cm

mean electromagnetic and hadronic energies for a typical muon are 0.3 and 2 GeV,

respectively.

b. Impact Parameter

The impact parameter, d0, is the distance of closest approach between the recon-

structed muon track and the beam axis in the r � � plane. The cuts are designed to

exclude muons which originate from decays-in-ight and cosmic rays.

c. Track Matching

In order to determine the correct track associated with a hit in the muon chambers,

a muon candidate is required to satisfy a matching cut: �2x or �x. �2x represents

the quality of the �t for the extrapolated CTC track to the muon stub. �x is the

di�erence in r � � between the extrapolated position in the muon chambers of the

CTC track and the muon hit. A muon is required to pass at least one of these cuts.
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3. Kinematics

The transverse energies (momenta) of electrons (muons) were examined after cuts.

Azimuthal angle (�) and pseudorapidity (�) of the leptons have been checked as well.

These kinematic distributions of the leptons can be found in Figs. 31 and 32.

Figure 31 displays the transverse energy distributions of the �rst and second

electron. The pseudorapidity displays show where central and plug electrons are

expected to be found in the detector. The dip at � = 0 is due to the gap where the

west and east part of the CDF calorimeter meet. Since the calorimeter is uniform in

azimuthal angle, the plots of azimuthal angle of the electromagnetic energy clusters

are as well.

Figure 32 displays the transverse momentum distributions of the �rst and sec-

ond muon. The pseudorapidity displays show where CMU/CMP/CMUP, CMX, and

CMIO muons are expected to be found in the detector. The dip at � = 0 is due to

the gap where the west and east part of the CDF detector meet. Since the CMU and

CMP are uniform in azimuthal angle, the plots of azimuthal angle of the muon tracks

associated with CMU/CMP/CMUP are as well. Tracks associated with minimum

ionization in the calorimeter (CMIO) are at in �. The azimuthal angle of the tracks

associated with hits in the CMX display gaps where there is no coverage.

C. Stage-1: Isolated Dilepton Sample

In order to study dilepton events of good quality, isolation cuts are imposed on

the dilepton sample. The calorimeter isolation (ISOcal
0:4) is determined by sum-

ming the transverse energy deposited in the calorimeter in a cone in �-� space of

�R =
q
(��)2 + (��)2 = 0:4 around the lepton subtracting the transverse energy of
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FIG. 31. Distributions of the kinematic variables for physics objects that pass the

CEM (TCE and LCE) (solid) and PEM (dashed) identi�cation criteria.
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FIG. 32. Distributions of the kinematic variables for physics objects that pass the

CMU/CMP/CMUP (TCM and LCM) (solid), CMX (dashed), and CMIO

(dotted) identi�cation criteria.
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the lepton:

ISOcal
0 :4 =

X
�R<0:4

ET � ET(`)

In this stage of data selection, it is required that at least two isolated (ISOcal
0:4 � 4

GeV) lepton candidates pass the lepton quality cuts (see Tables VII and VIII) where

at least one tight lepton (CEM or CMU/CMP/CMUP) with Eraw
T (e) � 8 GeV or

prawT (�) � 7.5 GeV=c; and a second lepton (CEM, PEM, CMU/CMP/CMUP, CMX,

CMIO) pass loose-quality cuts with prawT (�) � 2.8 GeV=c (� 10 GeV=c for CMIO

muons) or Eraw
T (e) � 4 GeV.

After imposing these criteria, there are 20,349 events and 143,305 events from

Run IA and IB, respectively. Note that a cut on charge signi�cance for leptons (CEM,

PEM, CMU/CMP/CMUP, CMX, and CMIO) is applied only for the Run IA data

sample. The e�ciencies for the lepton identi�cation and isolation cuts are studied

in Appendices B and C. The distributions of calorimeter isolation for electrons and

muons are shown in Figs. 33 and 34. The distributions of the isolation show that

there are many events where a lepton is isolated. Note that the isolation associated

with plug electrons is shifted to higher values than the central electrons because

the plug calorimeter receives deposited energies from many lower pT particles which

follow the magnetic �eld lines. Since muons found in the CMX are at a slightly higher

pseudorapidity range than those found in the CMU or CMP, a shift to higher isolation

values is also seen.



68

FIG. 33. Calorimeter isolation in �R = 0:4 for the three electron classi�cations.



69

FIG. 34. Calorimeter isolation in �R = 0:4 for the four muon classi�cations.
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D. SUSY Dilepton Dijet Sample

1. Stage-2: Isolated Dilepton Dijet (uncorrected ET) Sample

In the second stage of the selection, there are at least two jets within j �det j � 2.4,

each having Eraw
T � 10 GeV. Jets are clustered with a cone of �Rcone

j = 0:4. There

is a Run IA sample of 4,604 events and a Run IB sample of 33,100 events.

2. Stage-3: Isolated Dilepton Dijet (corrected ET) Sample

At this stage of the data selection, two isolated (ISOcal
0:4 � 4 GeV) leptons are required

with one tight lepton having momentum above 11 GeV=c and the other lepton to have

momenta above 5 GeV=c . The electromagnetic energy scale must be corrected for

run dependence and local variations in the calorimetry. Therefore, these corrections

to the calorimeter energy scale are provided (via ELCR92) for central (CEM) and

plug (PEM) electrons. After reconstruction of the event, it is necessary to provide a

beam-constrained �t (TRKSVC) for tracks that are associated with muons to provide

accurate measurement of their momenta. This selection requires that there are at

least two jets with corrected ET � 15 GeV based on jet cone size �Rcone
j = 0.4.

These jet corrections incorporate absolute and relative corrections as well as out-

of-cone corrections and estimations for the underlying event (see Appendix D for

details). Electron and jet separation is required to prevent counting electrons as jets

(�R(e; j) � 0:4).

A summary of cuts is given in Table IX. Note that there is no cut on �R(�; j)

in this stage. With these requirements, there are 229 and 1,487 events from Run IA

and IB, respectively, for jets with �Rcone
j = 0.4. The cumulative number of events

after each cut in this analysis is summarized in Table X. Note that the opposite-sign

(OS) �� event (Run/Event = 47311/71056) found in the Run IA SUSY dilepton
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analysis is also found in the Stage-3 sample[56].

Note that the ratio of the number of events in the Run IA data to those in

the Run IB data in the Stage-3 sample is not close to the ratio (= 0.213) of the

luminosities of the two data samples. The di�erence can be explained by the fact

that the Run IB sample is created from the level 3 exotic dilepton trigger which

accepts events passing level 2 inclusive lepton or dilepton triggers, while the Run IA

sample is from the inclusive lepton triggers. Therefore, a large number of J= ! `+`�

and �! `+`� events are still left in the Run IB data sample in this stage as seen in

Fig. 35. The Z0, �, and J/ peaks are clearly seen for the ee and �� channels. Also,

one can see that the J/ ! �+�� distribution is much more pronounced than in the

J/ ! e+e� channel due to the ISOcal
0:4 cut and the better tracking resolution at low

pT(�) compared to the energy resolution for electrons.

E. Comparison with Other Analyses

To validate the Stage-1 and Stage-3 SUSY dilepton samples, the number of Z0 and

top dilepton events in the samples are compared to the results from the CDF standard

analyses.

1. Z0 Events

The number of Z0 event candidates in Stage-1 and Stage-3 samples are examined using

cuts in addition to those stated in Tables VII and VIII are described in Tables XI

and XII. Jets are counted with �R(`; j) > 0:4. The results, including a comparison

with the previous CDF analyses are summarized in Table XIII [57, 58, 59].

There is a good agreement between the number of Z0 ! CEM-CEM and ��

events in the di�erent analyses and also between di�erent data samples. A signi�cant
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FIG. 35. Dilepton mass spectra in the Stage-3 sample for �Rcone
j = 0.4. The Z0 and

� peaks are clearly seen for the ee and �� channels. The J/ ! �+��

events are also obvious. The J/ ! e+e� events have been removed by the

isolation requirements.
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TABLE IX. ET and pT cuts for leptons and jets in the Stage-3 dilepton dijet sample.

Lepton ET and pT values are corrected values. Additional lepton identi-

�cation cuts applied to the Stage-1 cuts are listed. A good CTC track

is de�ned to be a 3D track with � 3 axial superlayer hits, � 2 stereo

superlayer hits, and � 6 total superlayer hits in the CTC. C and �C are

the curvature of the CTC track and its uncertainty. Note that there is no

cut on �R(�; j). Further discussion about these cuts and their e�ciencies

can be found in Appendix B.

Object type Cut Tight Cut Loose Cut

EELCR92
T � 11 GeV � 5 GeV

prawT � 4 GeV/c � 2.8 GeV/c
EELCR92
T =prawT � 2 � 2

CEM good CTC track yes yes
CONVERT2 [64] yes yes
C=�C � 1.0 � 1.0

PEM EELCR92
T | � 5 GeV

pb:c:T � 11 GeV/c � 5 GeV/c
CMU/CMP/CMUP good CTC track yes yes

j d0 j(b.c.) � 0.2 cm � 0.5 cm
C=�C � 1.0 � 1.0

pb:c:T | � 5 GeV/c
CMX good CTC track | yes

j d0 j(b.c.) | � 0.5 cm
C=�C | � 1.0

pb:c:T | � 10 GeV/c
CMIO good CTC track | yes

j d0 j(b.c.) | � 0.5 cm
C=�C | � 1.0

ET (raw) � 10 GeV
ET (corrected) � 15 GeV

JETS j �det j � 2.4
�R(e; j0:4)det � 0.4
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TABLE X. Cumulative number of events left after each cut in the dilepton analysis.

The original CDF data sample corresponds to
R L dt = 18.6 pb�1 and 87.5

pb�1 for Run IA and IB, respectively. No bad-run removal is applied.

Run IA Run IB IA/IB

Cut
R L dt (pb�1) ! 18.6 87.5 0.213

SUSY dilepton sample 58,221 457,478 0.127
Stage-1: Isolated dilepton
(ISOcal

0:4 � 4 GeV) 20,349 143,305 0.142
Stage-2: Isolated dilepton-dijet
(Eraw

T (j0:4) �10 GeV) 4,604 33,100 0.139

Stage-3: Isolated dilepton-dijet sample
(ET(j

0:4) � 15 GeV) 229 1487 0.154
(a) Raise momentum cuts
pT(`1) : 8 ! 11 GeV=c
pT(`2) : 3/4 ! 5/5 GeV=c for �=e
(b) ISOcal

0:4 � 4 GeV
(c) No �ducial volume cuts for leptons
(d) ET(j) � 15 GeV with JTC96X
(e) �R(e; j0:4)det � 0:4
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TABLE XI. Cuts used to select Z0 ! e+e� from the SUSY dilepton sample in addition

to those listed in Table VII. The following criteria are also applied : (a)

�R(e1; e2)det > 0.4; (b) jztrk10 � ztrk20 j � 10 cm for central-central dielec-

tron events; (c) jzCEM0 � zPEM0 j � 10 cm for CEM-PEM dilepton events

where zCEM0 and zPEMv are the track-z for CEM and the VTVZ-vertex in

the PEM ELES bank, respectively. Further discussion concerning these

cuts and their e�ciencies can be found in Appendix B.

Cut Tight Cut Loose Cut

Ecorr
T � 20.0 GeV � 20.0 GeV

prawT � 10.0 GeV � 10.0 GeV/c
CEM ISOcal

0:4 � 4.0 GeV � 4.0 GeV
FIDELE yes yes
CONVERT2 [64] yes yes

Ecorr
T � 20.0 GeV

PEM ISOcal
0:4 � 4.0 GeV

FIDELE yes

TABLE XII. Cuts used to select Z0 ! �+�� from the SUSY dilepton sample in

addition to those listed in Table VIII. The following cuts are applied :

(a) �R(�1; �2)phys > 0.4; (b) jztrk10 � ztrk20 j � 10 cm for central-central

dimuon events.

Cut Tight Cut Loose Cut

Muon Type CMUP CMU/CMP/CMUP
pb:c:T � 20.0 GeV/c � 20.0 GeV/c
EM +Had � 0.1 GeV � 0.1 GeV

CMU/CMP ISOcal
0:4 � 4.0 GeV � 4.0 GeV

CMUSWM yes yes

pb:c:T � 20.0 GeV/c
CMX EM +Had � 0.1 GeV

ISOcal
0:4 � 4.0 GeV

CMUSWM yes

pb:c:T � 20.0 GeV/c
CMX EM +Had � 0.1 GeV
CMIO ISOcal

0:4 � 4.0 GeV
CMIOFID yes
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TABLE XIII. Number of Z0 events in SUSY isolated dilepton samples before and

after the two-jet requirement. The cuts to select dilepton events in this

analysis are summarized in Tables XI and XII. Jets are counted with

�R(`; j) > 0:4. The number of Z0 candidate events is obtained by

counting events in 76 GeV=c2 �M(``) � 106 GeV=c2. The numbers in

brackets are given as a reference from previous CDF analyses [57, 58, 59].

Category Run IA Run IB IA/IB

Stage-1: Isolated dilepton sample 20,349 143,305
(1) Z0 ! CEM-CEM 469 [560] 2,065 [2,392] 0.227
(2) Z0 ! CEM-PEM 341 [632] 2,375 [2,495] 0.144
(3) Z0 ! �+�� 334 [330] 1,666 [1,938] 0.200

Z0 ! CMUP-CMU 46 197
Z0 ! CMUP-CMP 20 182
Z0 ! CMUP-CMUP 89 424
Z0 ! CMUP-CMX 103 542
Z0 ! CMUP-CMIO 76 321

Stage-3: Isolated dilepton-dijet sample
(�Rcone

j = 0.4) 229 1,487

(1) Z0 ! CEM-CEM 23 85 0.271
(2) Z0 ! CEM-PEM 8 78 0.103
(3) Z0 ! �+�� 11 50 0.220

Z0 ! CMUP-CMU 4 9
Z0 ! CMUP-CMP 1 6
Z0 ! CMUP-CMUP 3 11
Z0 ! CMUP-CMX 1 12
Z0 ! CMUP-CMIO 2 12
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de�cit in Z0 ! CEM-PEM events in Run IA data can be explained by a charge signif-

icance cut (C=�C � 1 in Table IX) for all leptons including the plug (PEM) electrons.

In Run IB, no such requirement was made for the dilepton sample. However, due to

the charge requirement of the leptons, only the number of central-central dilepton

events for the SUSY dilepton analyses are important and therefore the number of

CEM-PEM events in the �nal sample are unimportant, but this is mentioned for sake

of completeness. The number of Z0 ! ee events in each jet multiplicity is listed in

Table XIV. There is a disagreement of N(Z0 ! ee + n-jet) between this analysis

and a previous published CDF analysis [57]. This is mainly explained by an inclusion

of Z0 ! CEM-FEM events in the other analysis and a de�cit in Z0 ! CEM-PEM

events (because of a charge signi�cance cut with C=�C � 1 for PEM) in the Run IA

selected data. A Run IB Stream A dimuon sample is provided by the Harvard Uni-

versity and Johns Hopkins University groups. Using the same analysis code, one �nds

that there are 1632 Z0 ! �� events counted in the Z0 mass window 76 � M(��) �
106 GeV/c2. This is in agreement with results of 1666 events (counted in the Z0

mass window)[60]. The number of Z0 ! �� events in each jet multiplicity is listed in

Table XV. Figure 36 shows distributions of relative jet multiplicity of Z0 event can-

didates from the SUSY Stage-1 sample, ISAJET Monte Carlo sample, and the results

from another CDF analysis on the properties of jets in Z0 ! ee events [57, 61, 62].

For comparison, the relative jet multiplicity is also shown for cone size 0.7 [65]. They

agree with each other within the statistical uncertainties. In conclusion, the number

of Z0 ! central-central dilepton (ee, ��) events in the Stage-3 sample is consistent

with results from other analyses [57, 58, 59, 60].
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FIG. 36. Jet multiplicity in the Z0 ! `+`� events in the SUSY isolated dilepton

sample (from Stream B exotic dilepton sample) using both cone sizes. Results

are compared to ISAJET Monte Carlo and the CDF Z0 ! ee analysis (from

the Stream A inclusive sample) which was previously labeled under CDF

internal report number 3360[57].



79

TABLE XIV. Number of Z0(! ee) + n-jets events in the Stage-3 sample (Run IA +

IB). The cuts to select dilepton events in this analysis are summarized in

Table XI. Jets are separated from electrons (�R(e; j) > 0:4). The num-

ber of Z0 events is obtained by counting events in 76 GeV=c2 �M(ee) �
106 GeV=c2. The numbers in brackets refer to the CDF published

analysis in Ref. [57] and include Z0 ! CEM-CEM, CEM-PEM, and

CEM-FEM events [57].

Z0 ! ee Z0 ! ee Z0 ! ee
(CEM-CEM (CEM-CEM) (CEM-PEM)

Nj & CEM-PEM)

� 2 194 [281] 108 86

2 157 [224] 87 70
3 32 [ 46] 19 13
4 2 [ 6] 1 1
5 3 [ 3] 1 2
6 0 [ 1] 0 0
7 0 [ 1] 0 0

TABLE XV. Number of Z0(! ��) + n-jets events in the Stage-3 sample (Run IA +

IB). The cuts to select dilepton events in this analysis are summarized

in Table XII. Jets are counted with �R(�; j) > 0:4. The number of Z0

events is obtained by counting events in 76 GeV=c2 � M(�+��) � 106

GeV=c2.

Z0 ! �� CMUP CMUP CMUP CMUP CMUP
Nj -CMU -CMP -CMUP -CMX -CMIO

� 2 61 13 7 14 13 14

2 51 13 5 11 10 12
3 8 0 1 2 3 2
4 1 0 0 1 0 0
5 1 0 1 0 0 0
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2. Top Dilepton Events

There are nine top OS-dilepton event candidates (7 e�, 1 ee, and 1 ��) in the latest

analysis[63]. Only one (Run/Event = 57621/45230) out of nine dilepton events is not

in the SUSY dilepton sample. The event does not exist in the XDLB 5P sample.

Seven are found in the Stage-3 �Rcone
j =0.4 sample. The reasons for rejecting

four (�ve) dilepton events in the top dilepton analysis can completely be explained

by the di�erences in selection cuts between two independent analyses. The results

are summarized in Table XVI.
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TABLE XVI. List of the nine dilepton events found in 'o�cial' top OS-dilepton event

candidates (7 e�, 1 ee, and 1 ��) in the latest analysis are also indicated

by
p
[63]. Seven of the nine events are found in the Stage-3 �Rcone

j =0.4

sample and indicated by z. A cross-check with jet cone size �Rcone
j =0.7

is denoted by �.

Run/Event Event Type by (a) Not in sample (0.4/0.7) ?
Numbers [63] This Analysis (b) Any other comments

(�Rcone
j = 0:7)p

41540/ 127085 �+1 e
�
2 + j1(�

�
3 ) j2(�

+
4 ) (a) ISOcal

0:4(�
+
1 ) = 76 GeV

(b) �R(�1; j1) ' 0.4
ISOcal

0:4(e
�
2 ) = 0.9 GeVp

45047/ 104393 ��1 e
+
2 + j1 j2 (a) ISOcal

0:4(e2) = 4.3 GeV (> 4 GeV)
and Had=Em(e2) = 0.06 (> 0.05).

(b) �(�1) ' �(j1) ' �(j2)

�z p
47122/ 38382 e+1 �

�
2 + j1j2 (a) {p

57621/ 45230 e+1 �
�
2 + j1(�

+
3 ) + j2 (a) Not in XDLB 5P sample.

(b) ISOcal
0:4(�3) = 19 GeV

�z p
63700/ 272140 �+1 �

�
2 + j1j2 (a) {

(b) M(��) = 65 GeV=c2

�R(�1; j1) ' 0.7

�z p
66046/ 380045 e+1 �

�
2 + j1j2j3 (a) {

z p
67581/ 129896 e+1 �

�
2 + j1(e

�
3 ) (a) No second jet with �Rcone

j = 0.7

(b) j1(E
raw
T = 99 GeV) = j2 + e3

Eraw
T (j2) = 71 GeV

Eraw
T (e3) = 24 GeV

�z p
68185/ 174611 e+1 e

�
2 + j1j2 (a) {

(b) M(ee) = 31 GeV=c2

�z p
69808/ 639398 �+1 e

�
2 + j1j2j3 (a) {

(b) j1/j2 (0.7) are j2/j1 (0.4).
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CHAPTER VI

RESULTS

A. Introduction

This chapter discusses the reduction of data through cuts which either veto back-

grounds or ensure proper identi�cation of leptons, jets, and missing energy. It is

here that the reduction is con�rmed via the background estimate provided from

ISAJET[61] Monte Carlo simulations which are passed through the detector simula-

tion (QFL0[54]) and weighted by lepton identi�cation, isolation, and trigger e�ciency

corrections. Afterwards, the acceptance of signal events from squarks (~q) and gluinos

(~g) based on ISAJET Monte Carlo simulations is analyzed. Systematic uncertainties

on the total e�ciency of accepting dilepton events from supersymmetric processes

are also studied. Due to the consequence of �nding no events after all cuts, mass

and production limits for gluinos (~g) and squarks (~q) at the 95% con�dence level are

presented.

B. Data Analysis

The reduction of the number of events in the Stage-3 sample is done to remove

Standard Model background processes. Bad runs are also removed from this sample.

This reduction of the data occurs in six stages.

1. Stage-4: Trigger Selected Isolated Dilepton Dijet Sample

Stage-4 is the Stage-3 dataset requiring that events pass chosen trigger paths. The

sample is required to have either an electron or a muon trigger path. Here, it is

required that at least one lepton (e or �) pass level 1, level 2, and level 3 inclusive
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lepton triggers since these triggers (see Tables IV and V) compose the majority of

the dilepton samples. The tight lepton passes the trigger since stringent quality cuts

are imposed. The number of events surviving are 179 and 1024 from Run IA and

Run IB, respectively.

2. Stage-5: Isolated Central-Central Dilepton Dijet Sample

The Stage-5 criteria demand that the tight lepton is either a �ducial electron or

muon in the central region. Tight muons are required to traverse the CMU and CMP

muon detectors. The track z position at the beamline is within 5 cm of the primary

interaction in z. The interaction vertex is required to be within 60 cm of the center

of the detector which is the �ducial region of the VTX. The requirements made on

the tight lepton ensure that it was passed by one of the inclusive triggers. The second

lepton is required to pass �ducial requirements, pass through the central region of the

CDF detector, and whose vertex is within 5 cm of the tight lepton. Electrons that

originate from photon conversions are vetoed [64]. Muons that originated from cosmic

rays are also vetoed [66]. The leptons are required to be well separated (�R(`1; `2) �
0:4) to aid the isolation requirement. Track isolation (ISOtrk

0:4 � 4 GeV/c) is imposed

on both leptons (see Appendix C). Tracks recognized as muons are required to present

some minimum amount of ionization in the calorimeter (EM + Had � 0:1 GeV).

Leptons and jets are required to be separated (�R(`; j) � 0:4) in order to prevent

the misidenti�cation of leptons as hadronic jets. At this stage, bad runs are removed.

There are 71 and 279 events remaining after selection from Run IA and Run IB,

respectively.
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3. Stage-6: M(``0) � 12 GeV/c2

The ISAJET Monte Carlo program which generates the signal events as well as the

Standard Model background processes for this analysis does not generate J= , �, and

other resonances. Hence, this analysis requires M(`+`�) � 12 GeV/c2. This analysis

requires a low-mass dilepton mass cut (M(``0) > 12 GeV/c2) for opposite sign as well

as like-sign dilepton events in order to equalize the topology in the remaining selected

events. After applying this cut, there are 53 and 202 events in CDF Run IA and IB

data, respectively.

4. Stage-7: Z0 Veto

Since one of the dominant Standard Model backgrounds is Z0 ! ``, events where

the invariant mass of opposite-sign and same-avor (e�e� or ����) dilepton pair

lies within the Z0 mass window (76 GeV/c2 � M(`+`�) � 106 GeV/c2) are vetoed.

There are 81 Z0(! e+e�)+ � 2 jet events and 46 Z0(! �+��)+ � 2 jet events from

CDF Run I in the Stage-6 sample. Thus, the number of events at Stage-7 is 29 and

99 events from Run IA and IB, respectively.

5. Stage-8: Missing Transverse Energy Cut

In order to remove most of the events from Drell-Yan and b�b=c�c production, events are

required to have a large E=T value. Missing transverse energy in the detector is based

on calorimeter tower energies. The electromagnetic and hadronic energies (EEM and

EHAD) in the central, plug, and forward calorimeter are measured :

Exi = EEM
i sin �EMi cos �i + EHAD

i sin �HAD
i cos �i (6.1)

Eyi = EEM
i sin �EMi cos �i + EHAD

i sin �HAD
i cos �i (6.2)

where �i and �i are the polar and azimuthal angles of the electromagnetic and hadronic
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parts of ith tower measured from the vertex. These calorimeter tower energies are

summed over all towers :

E=Tx = �
NtowersX
i=1

Exi (6.3)

E=Ty = �
NtowersX
i=1

Eyi (6.4)

The missing transverse energy is thus presented as a vector:

~E=T
METS

= ~E=Txx̂+
~E=Tyŷ (6.5)

with magnitude :

j ~E=T
METS j =

r
E=T

2
x + E=T

2
y (6.6)

This measurement of E=T is stored in the METS bank. However, since muons are

minimum ionizing, their transverse momenta are not reconstructed by the calorime-

ter. Jets can be mismeasured during event reconstruction. Therefore, the missing

transverse energy needs to be corrected for muons and mismeasured jets. Hence, the

missing transverse energy ( ~E=T) must be calculated via the following equation :

~E=T = ~E=T
METS

+
X
�

[( ~ET(�)
tower � ~pT(�)] +

X
jet

[( ~ET(j)
raw � ~ET(j)

NNDD] (6.7)

where ET(j)
NNDD refers to jet energy corrected by JTC96X (see Appendix D) with

the NNDD option (N = no underlying-event correction; N = no out-of-cone correction;

D = default absolute energy scale; D = default relative energy scale) which is done

to avoid double counting of the energy corrections. E=T
METS is the missing transverse

energy value read from the METS bank. With E=T > 25 GeV, 19 events are accepted

from the CDF Run I dataset. All 19 events are OS dilepton events. Six of them are

top dilepton events. Table XVII is a summary of the top dilepton event candidates
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TABLE XVII. List of nine `o�cial' top OS-dilepton event candidates (7 e�, 1 ee, and

1 ��) in the latest analysis [63]. Six of the nine events are found in the

Stage-8 sample and indicated by
p
.

Run/Event Stage-8 Dilepton Why not in the sample ?

Numbers Type

41540/ 127085 �+1 e
�
2 ISOcal

0:4(�
+
1 ) = 76 GeV

�R(�1; j1) ' 0.4

45047/ 104393 ��1 e
+
2 ISOcal

0:4(e2) = 4.3 GeV (> 4 GeV)

Had=Em(e2) = 0.06 (> 0.05).

47122/ 38382
p

e+1 �
�
2 {

57621/ 45230 e+1 �
�
2 Not in XDLB 5P sample.

63700/ 272140
p

�+1 �
�
2 {

66046/ 380045
p

e+1 �
�
2 {

67581/ 129896
p

e+1 �
�
2 {

68185/ 174611
p

e+1 e
�
2 {

69808/ 639398
p

�+1 e
�
2 {

in the Stage-8 sample[63]. All events rejected by the SUSY analysis can be explained

by the di�erence of the event selection cuts between the SUSY and the top dilepton

analyses.

At the present stage, the lepton pT cuts are lower than those in the Run IA

SUSY dilepton analysis, while the lepton identi�cation cuts are similar in both anal-

yses. Thus, the dilepton dijet analysis should accept the two events that were found

previously :
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47122/38382 This top e+�� (CEM+CMX) event is found after the E=T � 25

GeV cut (in the Stage-8 sample).

47311/71056 This �+�� (CMP+CMX) event is rejected at Stage-4, because

the present cuts require the tight muon to pass through the CMU

and CMP, while Ref. [56] accepts this dimuon (CMP+CMX)

event.

The present result is consistent with the previous analysis.

6. Stage-9: Like-Sign Dilepton Cut

In order to e�ectively remove Standard Model dilepton backgrounds which are mostly

opposite sign dilepton events, a like-sign dilepton (e�e�, ����, or e���) cut is re-

quired. No candidates remain after this cut. The cumulative number of events after

each cut in this analysis is summarized in Table XVIII.

C. Background Estimate

The principal Standard Model backgrounds to the like-sign dilepton signature are

events from: (i) Drell-Yan (,Z0) process, (ii) diboson production, (iii) b�b=c�c pro-

duction, and (iv) tt production. The yield for each process is evaluated with the

integrated luminosity of 106 pb�1 using ISAJET Monte Carlo events with MRSD00

used as the parton distribution function. The validation of the ISAJET Monte Carlo is

described in Appendix E. The cross-section from ISAJET is corrected to the next-to-

leading order (NLO) cross-section or to the CDF measured cross-section (see details

in Appendix E).
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TABLE XVIII. The event selection is presented in stages for Run IA and Run IB data

samples. The result consists of no like-sign dilepton dijet events with

signi�cant E=T in 106 pb�1 of data.

Cut Run IA Run IB IA+IB

SUSY Dilepton Sample 58221 457478 515699
Stage-1: Isolation Dilepton (ISOcal

0:4 � 4 GeV) 20349 143305 163654
Stage-2: Isolated Dilepton Dijet (Eraw

T (j) > 10 GeV) 4604 33100 37704
Stage-3: Isolated Dilepton Dijet (ET (j) > 15 GeV) 229 1487 1716
Stage-4: Trigger Selected Isolated Dilepton Dijet 179 1024 1203

Stage-5: Isolated CC Dilepton Dijet 71 279 350
OS ee=�� 32/27 135/100 167/127
OS e� 6 25 31
LS ee=�� 3/ 1 5/ 1 8/ 2
LS e� 2 13 15

Stage-6: M(``0) > 12 GeV=c2 53 202 255
OS ee=�� 28/18 101/ 69 129/87
OS e� 3 20 23
LS ee=�� 2/ 0 4/ 0 6/ 0
LS e� 2 8 10

Stage-7: Z0 (76-106 GeV=c2) veto 29 99 128
OS ee=�� 14/8 34/33 48/41
OS e� 3 20 23
LS ee=�� 2/ 0 4/ 0 6/ 0
LS e� 2 8 10

Stage-8: E=T > 25 GeV 2 17 19
OS ee=�� 1/0 3/5 4/5
OS e� 1 9 10
LS ee=�� 0/0 0/0 0/0
LS e� 0 0 0
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FIG. 37. A Feynman diagram is shown displaying Drell-Yan plus two jets.

1. Drell-Yan Process

Drell-Yan (, Z0) can contribute to dilepton dijet sample via the Feynman diagram

shown in Fig. 37. Missing energy from these events is due to mismeasurement of

jets associated with this process. Like-sign dilepton events are contributed from

misidenti�ed leptons in addition to the leptons produced from the Drell-Yan process.

The number of events expected in 106 pb�1of data is 0.00 � 0.01 (stat) � 0.01 (syst)

for �, and 0.00 � 0.04 (stat) � 0.02 (syst) for Z0.

2. Diboson Production

The main contribution from diboson production is W�Z0 associated with two or

more jets via gluon radiation as seen in Fig. 38. The leptonic decay of the W�Z0

diboson pair with two or more jets mimics the supersymmetric signal searched for in

this analysis. The number of diboson (W�W�, W�Z0, and Z0Z0) events expected

in 106 pb�1of data is estimated to be 0.24 � 0.10 (stat) � 0.01 (syst).
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FIG. 38. A Feynman diagram is shown displaying diboson production and decay.

3. Bottom and Charm Production

A Monte Carlo sample of bb=cc was simulated for three di�erent processes : direct

production, initial state gluon splitting, and �nal state gluon splitting (in three dif-

ferent pT ranges) for bb=cc. Each event in the Monte Carlo sample contains at least

two leptons (either muon or electron). One lepton must have pT > 9:0 GeV/c and

j�j < 1:5, and the other lepton must have pT > 2:8 GeV/c and j�j < 3:0. These

cuts guarantee full e�ciency for tight leptons (� 11 GeV/c) and loose leptons (� 5

GeV/c). It has been known that B0 �B0 mixing can yield like-sign dileptons [68]. The

Feynman diagram demonstrating B0 �B0 mixing is shown in Fig. 39.

Since ISAJET does not generate like-sign dileptons due to B0 �B0 mixing, the

e�ect must be incorporated by hand. The proper number of opposite sign (OS) and

like-sign (LS) events from B0 �B0 mixing are given in Eq. 6.8 [69]:

NOS = ((1� �)2 + �2)OSISAJET + 2�(1� �)LSISAJET

NLS = 2�(1� �)OSISAJET + ((1� �)2 + �2)LSISAJET

9>>=>>; (6.8)

where � is the averaged mixing parameter. With a CDF measurement of � = 0:118�
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FIG. 39. A Feynman diagram demonstrates B0 �B0 mixing.

0:008� 0:020 [69], one obtains:

NOS = (0:792� 0:044)OSISAJET + (0:208� 0:044)LSISAJET

NLS = (0:208� 0:044)OSISAJET + (0:792� 0:044)LSISAJET

9>>=>>; (6.9)

The number of b�b=c�c events expected in 106 pb�1data is 0.23 � 0.23 (stat) �
0.06 (syst).

4. tt Production

One of main decay modes is

t+ �t ! (W+b) + (W��b)! (`+� +�b) + (q�q0 + c `+�): (6.10)

The Feynman diagram demonstrating a like-sign signature from t�t is shown in Fig. 40.

The yield at 106 pb�1 is expected to be about 20 events before any cuts (i.e., just

calculated by cross section and branching ratios). The following numbers are used

for the above calculation: �tt = 7.6 pb, BR(W+ ! q�q0) = 0.678, BR(W� ! `��)

= 0.107 (per lepton), BR(�b ! �c`+�) = 0.095 (per lepton). The acceptance for
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FIG. 40. A Feynman diagram indicates a like-sign dilepton signature can be con-

tributed from t�t.

W ! `� is about 30%. Thus, about six like-sign dilepton events are expected before

the isolation requirement for the lepton from b-decay. Roughly, one expects less than

one event after the isolation is required. The mass of the top quark is assumed to be

175 GeV/c2. Taking �tt = 7.6 pb, the number of events expected in 106 pb�1data is

obtained to be 0.08 � 0.04 (stat) � 0.02 (syst).

5. Total Dilepton Background in Run I

The distributions of the dilepton mass and missing transverse energy from data and

the Standard Model background Monte Carlo after applying the M(`,`)� 12 GeV/c2

cut but before the Z0 veto are shown in Fig. 41. There is good agreement between

data and Monte Carlo events. The Standard Model background contributions after

the E=T � 25 GeV cut are summarized in Table XIX. Systematic uncertainties on the

normalization from Monte Carlo are discussed elsewhere (see Appendix E).
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FIG. 41. The E=T and M(`,`) distributions displaying data and the expected Standard

Model background using ISAJET 7.16 [61] with MRSD00 as the parton den-

sity function at Stage-6. The arrow displays where the E=T cut is made. One

can see that there are no like-sign dilepton events after E=T � 25 GeV.
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TABLE XIX. The CDF preliminary estimate on the numbers of opposite sign and

like-sign dilepton events from expected Standard Model sources using

ISAJET (MRSD00) after E=T � 25 GeV cut is compared to 106 pb�1 of

data.

Source OS LS

Drell-Yan 8.7 � 0.9 � 0.4 0.00 � 0.01 � 0.01

t�t 4.0 � 0.3 � 1.0 0.08 � 0.04 � 0.02

b�b=c�c 0.9 � 0.9 � 0.2 0.23 � 0.23 � 0.06

WW=WZ=ZZ 0.5 � 0.1 � 0.1 0.24 � 0.10 � 0.01

Total 14.1 � 1.3 � 1.1 0.55 � 0.25 � 0.06

Data 19 0

D. Total Detection E�ciency

1. De�nition

The total detection e�ciency, �tot, for ~g~g; ~g~q; ~q~q; ~q�~q ! `�`0� +X can be expressed as

�tot = A � �trig2` ; (6.11)

where
A = acceptance for dilepton events after all cuts;

�trig2` = pT-dependent dilepton trigger e�ciency.

Here, `1 represents a tight electron or muon and `2 refers to a loosely selected lepton

in the central region.
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2. Acceptance of Signal

The acceptance, A, for ~g~g; ~g~q; ~q~q; ~q�~q ! `�`0� +X is de�ned as :

A = �
kin=geom
2` � �kin=geom2j �

h
�ID`1 �

ID
`2

i
| {z }

�ID
2`

�
h
�ISO`1

�ISO`2

i
| {z }

�ISO
2`

��E=T � �z � �LS; (6.12)

where

�
kin=geom
2` = Kinematical/geometrical acceptance for leptons with �R(`1`2) > 0:4;

�
kin=geom
2j = Kinematical/geometrical acceptance for jets with �R(`j) > 0:4;

�ID` = Lepton ID e�ciency for `;

�ISO` = �
ISOcal

0:4<4 GeV
` � �

ISOtrk
0:4<4 GeV=c

` ;

�E=T = Event acceptance for E=T > 25 GeV;

�z = Event acceptance for jzeventj < 60 cm;

�LS = Event acceptance for like-sign cut:

The acceptance is de�ned as the ratio of dilepton events passing all cuts to the

number of dilepton events at generator level using ISAJET 7.20[61] (CTEQ3L[71]).

The acceptance varies between 1-3% in the region where a limit is expected. The

acceptance increases as a function of gluino mass in the case where the squark mass

is heavy. One sees that the acceptance decreases slightly with increasing gluino mass

where the squark and gluino have nearly the same mass. This is due to di�erent con-

tributions of the rates of the intermediary charginos and neutralinos in the cascade

decays. The acceptance of signal is determined as a function of gluino mass for two

scenarios: (1) M~q =M~g + 1 GeV/c2 and (2) M~q �M~g in Fig. 42.
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FIG. 42. Acceptance is presented as a function of M~g for the case where M~q � M~g
and also for the case where M~q 'M~g using ISAJET 7.20[61] (CTEQ3L[71]).

Only statistical errors are shown.
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3. E�ciency Corrections

Due to the fact that the Monte Carlo does not simulate e�ects due to aging or

multiple interactions, the lepton identi�cation and lepton isolation e�ciencies must

be corrected (see Appendices C and D). The lepton identi�cation correction between

Monte Carlo and data is ' 90% (per dilepton event) and weakly dependent on gluino

mass. The lepton isolation correction factor is ' 85% (per dilepton event) and also

depends weakly on gluino mass.

Only inclusive lepton trigger e�ciencies are studied for this analysis. The param-

eterized trigger e�ciency is applied to the tight lepton. A weighting of the Run IA

and Run IB trigger e�ciencies is done. In Run IB, there are low and high p`T triggers.

The maximum of the two e�ciencies is taken. The trigger e�ciency estimated for the

SUSY Monte Carlo is ' 80%.

Multiplying the e�ciency corrections, trigger e�ciency, and the acceptance, one

forms the product called the total e�ciency. The total e�ciency now represents

the ability to �nd a supersymmetric dilepton event in the CDF detector. It is this

total e�ciency that is used to determine the cross-section limit after determining the

statistical and systematic uncertainties.

E. Systematic Uncertainties

The cross section (�) times the branching ratio (BR) is experimentally measured by

� �BR =
Nobs �NBG

�tot � R L dt
: (6.13)

Thus, the uncertainty in this measurement is estimated due to uncertainties in the

determination of total detection e�ciency (�tot) and integrated luminosity (
R L dt).
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1. Lepton Trigger E�ciency

The trigger e�ciency for dilepton is calculated event by event, depending on the

lepton p`1T . The systematic uncertainty due to the trigger e�ciencies is determined by

varying the parameterized curves by one standard deviation for level 1, level 2, and

level 3 triggers which comprise the majority of the dilepton sample. Uncertainty due

to the trigger e�ciency is ' 5%.

2. Lepton Identi�cation E�ciencies

The lepton identi�cation (ID) e�ciency (�ID` ) is determined from real data for Run

IA and Run IB (see Appendix B). Both Run IA and Run IB results are found to be

consistent within statistical uncertainty. Thus, the result from Run IB data is used

to evaluate the uncertainty. In the present dilepton dijet selection, the �rst lepton is

required to have either an energy cluster in the CEM (if it is an electron) or a track

crossing both the CMU and CMP (if it is a muon). The second lepton (electron or

muon) is loosely required to be in the central region. This uncertainty is determined

by varying the ID e�ciency by one standard deviation and applying this to the Monte

Carlo sample. The uncertainty is found to be ' 3%.

3. Lepton Isolation E�ciencies

The lepton isolation e�ciency (�ISO` ) is determined from Z0(! `+`�)+ � 2-jets events

in Run I (see Appendix C). The isolation e�ciency is calculated by the product of

the calorimeter isolation e�ciency and the track isolation e�ciency. Here, again, the

e�ciency as seen in data is varied by one standard deviation to examine the e�ect on

the Monte Carlo. This uncertainty is found to be ' 11%.
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4. Jet Energy Scale

The jet energy scale can e�ect the missing transverse energy spectra as well as the

threshold for observing dilepton dijet events. The major components e�ected by this

are the absolute and relative energy corrections (see Appendix D). The absolute and

relative energy scales are varied by 5% to determine the e�ect on the acceptance.

This uncertainty varies between 1-5% depending on the gluino and squark masses.

5. Gluon Radiation

Gluon radiation can be produced in ~g~g, ~g~q, and ~q~q creation as seen in Fig. 43. Ra-

diated jets in the event can degrade the isolation of the leptons and decrease signal.

The ISAJET routine decjet.f is modi�ed to exclude jets generated by gluon radiation

via the parton shower fragmentation. The e�ect due to gluon radiation on the ac-

ceptance is determined by taking one-half the di�erence between the acceptance with

gluon radiation \on" and the acceptance with gluon radiation \o�". This uncertainty

varies between 2-10% depending on the squark and gluino masses.

6. Integrated Luminosity

The luminosity is measured by the beam-beam counters (BBC). The BBC is composed

of a plane of scintillation counters placed at low angles near the interaction region.

The uncertainty of the luminosity measurement in CDF Run I which is almost entirely

due to the uncertainty on the BBC normalization is found to be 4.1% [36].

7. Total Systematic Uncertainty

The systematic uncertainty from the sources mentioned above are summed in quadra-

ture. The total systematic uncertainty is ' 16%. Figure 44 demonstrates that the
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FIG. 43. Feynman diagrams yielding real gluon radiation for (a) ~q~q, (b) ~g~g, and (c) ~q~g

production are presented to demonstrate the e�ects due to initial state and

�nal state radiation.

systematic uncertainty is roughly at with gluino mass. The uncertainties are sum-

marized as a function of gluino mass for M~q �M~g and M~q 'M~g in Tables XX and

XXI, respectively.

F. Limits

Limits on the production of ~g~g, ~g~q, ~q~q, and ~q�~q have been determined for the dilepton

channel for �ve degenerate squark masses. The limits are calculated at the 95%

con�dence level (see Appendix F). The mass limit is determined from the intersection

of the NLO cross-section (for ~g~g, ~g~q, ~q~q, and ~q�~q) times dilepton (ee, e�, and ��)

branching ratio (�NLO � Br2`) with the 95% con�dence level curve. The NLO cross-

section is calculated from PROSPINO[70] (CTEQ3M [71]). The dilepton branching

ratio is evaluated using ISAJET 7.20[61] (CTEQ3L[71]).
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TABLE XX. The CDF preliminary estimate of total uncertainty on the total e�ciency

is presented as a function ofM~g forM~q �M~g (tan � = 2 and � = �800
GeV/c2).

M~g (GeV/c2)

160 180 200 220

Lepton Isolation 0.108 0.110 0.106 0.109

Gluon Radiation 0.0140 0.0540 0.0370 0.0500

Lepton ID 0.0241 0.0227 0.0238 0.0255

Luminosity 0.0410 0.0410 0.0410 0.0410

Trigger 0.0218 0.0406 0.0304 0.0341

Jet Energy Scale 0.0348 0.0479 0.0271 0.0166

MC Statistics 0.096 0.143 0.128 0.199

Total 0.159 0.204 0.181 0.240
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TABLE XXI. The CDF preliminary estimate of total uncertainty on the total e�-

ciency is presented as a function of M~g for M~q ' M~g (tan� = 2 and

� = �800 GeV/c2).

M~g (GeV/c2)

220 240 260 280

Lepton Isolation 0.109 0.108 0.103 0.116

Gluon Radiation 0.0976 0.0753 0.0737 0.0316

Lepton ID 0.0241 0.0228 0.0256 0.0297

Trigger 0.0303 0.0393 0.0411 0.0426

Luminosity 0.0410 0.0410 0.0410 0.0410

Jet Energy Scale 0.0114 0.0086 0.0060 0.0100

MC Statistics 0.0500 0.148 0.250 0.308

Total 0.165 0.207 0.288 0.338
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FIG. 44. Systematic uncertainties are displayed as a function of gluino mass (for

tan� = 2 and � = �800 GeV/c2). Here, the total systematic uncertainty is

seen to be ' 16% regardless of gluino mass. This is due, for the most part, to

the contribution from the uncertainties due to the lepton isolation e�ciency

and gluon radiation.
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Figure 45 shows the limit for this region (� = �800 GeV/c2, tan� = 2). It

is possible to exclude M(~g) < 225 GeV/c2 for M(~g) ' M(~q) and M(~g) < 169

GeV/c2 for regions independent of the squark mass for Q2 = m2. If theoretical

uncertainties are included, the mass limits for the gluino are lower: M(~g) > 218

GeV/c2 (M(~g) 'M(~q)) and M(~g) > 163 GeV/c2 (M(~q)�M(~g)).

1. Squark-Gluino Mass Plane

Mass limits for gluinos and squarks have been set in a squark-gluino mass plane since

the gluino and squark masses are independent parameters in Supersymmetry. The

limit in this analysis is compared with those set by other experiments. The limit at

the 95% C.L. in the squark-gluino mass plane for � = �800 GeV, tan � = 2, and

Q2 = m2 is shown in Fig. 46. The region of sensitivity increases near the diagonal

(M~g =M~q) because the sleptons become lighter and enhance the branching ratio to

dileptons.

2. Higgsino Mixing Parameter

Since the value of the Higgsino mixing parameter (�) is an independent parameter, the

limit for the mass of gluino has been examined for di�erent values of � (both positive

and negative). For the study of this sensitivity, tan� has been �xed to a value of

2 and the energy scale, Q2, was taken at m2 (where m = M~g for ~g~g production,

m =M~q for ~q~q production, and m = 1
2
(M~g +M~q) for ~q~g production. One can see in

Fig. 47 that the mass limit is independent as a function of �.
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FIG. 45. The production limit is presented as a function of gluino mass from

which the mass limit is derived. The solid arrow denotes the limit at

Q2 = m2. The dashed arrow indicates the limit incorporating the shaded

theoretical uncertainty. The NLO cross-section (�) is calculated from

PROSPINO[70](CTEQ3M [71]). The dilepton branching ratio (Br) is eval-

uated using ISAJET 7.20[61] (CTEQ3L[71]).
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FIG. 46. The limit at the 95% C.L. is displayed in the squark-gluino mass plane. Here,

the contour is shaded where more than 3.2 events are expected from the

ISAJET 7.20 [61] (CTEQ3L [71]) Monte Carlo simulations for tan� = 2 and

� = �800 GeV for a supergravity inspired MSSM (Q2 = m2). Note that the

cross-section for ~g~g, ~g~q, and ~q~q has been raised to NLO using PROSPINO [70]

(CTEQ3M [71]). The limits have been set at the renormalization and fac-

torization scale, Q2 = m2.
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FIG. 47. The gluino mass limit is shown as a function of the Higgsino mixing parameter

using ISAJET 7.20 [61] (CTEQ3L [71]) with tan � = 2. One can see that the

choice of � does not a�ect the limit greatly.
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CHAPTER VII

CONCLUSION

A search for like-sign dilepton events with two or more jets and large missing missing

transverse energy has been performed using 106 pb�1 of dilepton data collected at

CDF. After all cuts, no events have been found. A 95% con�dence level limit is thus

determined for the gluino mass (assuming �ve degenerate squark masses):

M(~g) > 169 GeV/c2 for M(~g) < M(~q) and Q2 = m2

M(~g) > 225 GeV/c2 for M(~g) = M(~q) and Q2 = m2

with tan� = 2.0, � = �800 GeV/c2, M(A0) = 500 GeV/c2. It has also been deter-

mined that the choice of the value of the Higgsino mixing parameter (�) a�ects the

limit weakly.

Although no supersymmetric signal was detected in this collider run, it is en-

couraging to note that the next Fermilab collider run should yield twenty times the

data of Run I at a slightly higher center-of-mass energy (
p
s = 2 TeV). Furthermore,

both the CDF and D0 detectors have been improved extensively in order to study

this and other supersymmetric signatures. The like-sign dilepton analysis which is

nearly background free can be performed at each experiment to determine if strongly

produced supersymmetric particles such as gluinos and squarks exist. Should Su-

persymmetry be observed, this will represent a major step forward in the ultimate

uni�cation of the four fundamental forces into a \Theory of Everything".
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APPENDIX B

LEPTON IDENTIFICATION EFFICIENCIES

A. Introduction

E�ciencies of lepton identi�cation (ID), photon-conversion removal, \good" CTC

track, and cosmic ray removal cuts are studied using Z0 events from the Run IB

inclusive electron and muon data samples. These cuts are used for several SUSY

analyses. The results are compared to Run IA results as well as to ISAJET + QFL0

Monte Carlo (MC) results. The results from data are compared to those from Monte

Carlo because it is well known that the CDF detector simulation (QFL0) overestimates

performance and does not incorporate luminosity or aging e�ects. It also does not

include e�ects due to multiple interactions. In completing this work, Monte Carlo

correction factors for each detector element is provided. The selection cuts for the

inclusive electron and muon samples are summarized in Tables XXII and XXIII,

respectively.

B. Method

Z0 events are selected from the inclusive electron and muon data samples as well

as from the Monte Carlo sample. A 422.7 pb�1 Monte Carlo sample of Drell-Yan

(Z0) events is used[62]. The events are generated using ISAJET 7.16 with CTEQ2L

structure function and simulated through the CDF detector simulation (QFL0).

The tight lepton (`1 = CEM or CMUP) with pT(`1) > 20 GeV/c is required to
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TABLE XXII. Cuts applied to the inclusive electron sample.

Object type Variable Cut

ET � 20 GeV
E=p (corrected) � 1.8
Had/Em (3� 3) � 0.05
LSHR � 0.2
j �x j � 1.5 cm

CEM j �z j � 3.0 cm
�2strip � 10.0

j zvertex j � 60 cm
j zvertex � ze0 j � 5 cm (Vertex Class � 10)
Fiducial (FIDELE) Yes
Conversion Removal (CONVERT2)[64] Yes

pass tighter identi�cation cuts1 than the cuts in Tables XXII and XXIII, ISOcal
0:4 < 4

GeV, �ducial volume cut (CEM), and a photon-conversion removal cut (CEM)[64].

There are no identi�cation cuts for any additional isolated (ISOcal
0:4 < 4 GeV)

lepton (`2) with momentum above 20 GeV/c and separated from the tight lepton

(�R(`1; `2) > 0.4) originating from the same vertex as the tight lepton (j z`10 � z`20 j<
10 cm) must pass �ducial volume cuts (CEM, PEM, CMIO), and a photon-conversion

removal cut (CEM)[64]. The dilepton mass must fall in a speci�ed window (84 <

M(`1; `2) < 96 GeV/c2). The dilepton pair is required to be opposite sign except for

CEM-PEM events.

The formula for the e�ciency of any cut C as applied to CEM or CMUP is given

by Eq. B.1.

1The tighter cuts for CEM are E=p < 1:5, Had/Em < 0.04, LSHR < 0:1, j�xj <
1.5 cm, and j�zj < 2 cm. Tighter cuts are applied for CMUP muons for the deposited
calorimeter energy: EM < 1.5 GeV and Had < 4 GeV and the CTC matching re-
quirements: �2CMU < 6, �2CMP < 6, j �x(CMU) j< 1.5 cm, OR j �x(CMP ) j< 3.0
cm.
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TABLE XXIII. Cuts applied to the inclusive muon sample.
Object type Variable Cut

pT (beam constrained) � 20 GeV/c
EM � 2 GeV
Had � 6 GeV
EM+Had � 0.1 GeV

CMUP d0 (beam constrained) � 0.3 cm
j �x j (CMU) � 2.0 cm
j �x j (CMP) � 5.0 cm
j zvertex j � 60 cm
j zvertex � z�0 j � 5 cm (Vertex Class � 10)
Cosmic Ray Removal (CMCOS [66]) yes

�C =
NC +NTT

Ntot +NTT
�
vuut(NC +NTT )(Ntot �NC)

(Ntot +NTT )3
; (B.1)

Ntot is the total number of events in the sample, NTT is the subset in which both

leptons pass \tighter" cuts, and NC is the subset in which the second-leg leptons pass

C, where C can be a single cut or set of cuts. C is assumed to be included in the

tighter cuts, i:e:, if a lepton passes tighter cuts then it is also guaranteed to pass C.

In the case of PEM, CMX, and CMIO cut e�ciencies where the �rst lepton can not

be mistaken as the second, the following formula is used :

�C =
NC

Ntot
�
s
NC(Ntot �NC)

N3
tot

; (B.2)

The Run IB results are reported and compared to the Run IA and Monte Carlo

results. Total lepton identi�cation e�ciencies are found by applying all cuts. E�-

ciencies of conversion removal, cosmic ray removal, and \good" CTC track �nding are

determined requiring the application of all other appropriate identi�cation criteria.
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The e�ciency of the cut independent of the other cuts is given for Monte Carlo, Run

IA, and Run IB.

C. Electron Identi�cation E�ciency

The electron identi�cation e�ciency is tabulated for tight central electrons (TCE),

loose central electrons (LCE), and plug electrons (PEM). The tight and loose CEM

(TCE, LCE) e�ciencies are summarized in Tables XXIV and XXV, respectively. The

PEM identi�cation e�ciencies are summarized in Table XXVI.

TABLE XXIV. Identi�cation e�ciency for tight CEM (TCE) electrons using the Z0

data and MC samples. Conversion removal and \good" CTC track

e�ciencies are discussed later.

E�ciency (MC) E�ciency (IA) E�ciency (IB)

E=p (raw) � 2:0 0.944�0.003 N/A 0.924�0.005
E=p (corrected) � 2:0 0.943�0.003 0.945�0.009 0.927�0.005
Had/Em � 0:05 0.981�0.002 0.971�0.006 0.968�0.003
LSHR � 0:2 0.974�0.002 0.982�0.005 0.985�0.002
j�xj � 3 cm 0.977�0.002 0.969�0.007 0.973�0.003
j�zj � 5 cm 0.994�0.001 0.981�0.005 0.996�0.001
�2strip � 10:0 0.973�0.002 0.955�0.008 0.958�0.004
Total (TCE) 0.888�0.004 0.864�0.013 0.854�0.007

A photon-conversion electron is removed using the CONVERT2 module if the

following is satis�ed[64]: (j cot(�) j< 0:06, j �(r-�separation) j< 0:3, and �20 cm

< Rc < 50 cm) or (VTX occupancy < 0:2). These standard CONVERT2 cuts for

electrons are applied. The results are summarized in Table XXVII.

If the track associated with the electron is close to an opposite charged track or

if the VTX occupancy is less than 20%, then the event is removed as a conversion.

The e�ciency of this de�ned cut is independent of pseudorapidity. In the SUSY

like-sign dilepton analysis, only the conversion removal for central electrons is used.
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TABLE XXV. Identi�cation e�ciency for loose CEM (LCE) electrons using the Z0

data and MC samples. Conversion removal and \good" CTC track

e�ciencies are discussed later.

E�ciency (MC) E�ciency (IA) E�ciency (IB)

E=p (raw) � 2:0 0.944�0.003 N/A 0.924�0.005
E=p (corrected) � 2:0 0.945�0.003 0.945�0.009 0.927�0.005
Had/Em � 0:055 + 0:045(E=100) 0.992�0.001 0.995�0.003 0.990�0.002
LSHR � 0:2 0.974�0.002 0.982�0.005 0.985�0.002
j�xj � 3 cm 0.977�0.002 0.969�0.007 0.973�0.003
j�zj � 5 cm 0.994�0.001 0.981�0.005 0.996�0.001
�2strip � 15:0 0.988�0.001 0.964�0.007 0.975�0.003
Total (LCE) 0.914�0.003 0.890�0.012 0.888�0.006

TABLE XXVI. Identi�cation e�ciency for PEM electrons using the Z0 data and MC

samples. Since the �23�3 distribution for the MC events is broader, a

cut at 9 instead of 3 is applied for MC events.

E�ciency (MC) E�ciency (IA) E�ciency (IB)

Had/Em � 0:1 0.999�0.001 1.000+0:000�0:002 0.996�0.002
�23�3 � 3:0 0.922�0.004 0.954�0.010 0.956�0.005
VTX Occupancy � 0:5 0.999�0.001 0.937�0.012 0.963�0.005
Total (PEM) 0.924�0.004 0.890�0.012 0.920�0.007

However, e�ciencies for plug electrons are listed for sake of completeness. Here, all

other electron identi�cation criteria have been applied prior to rejecting conversions.

D. Muon Identi�cation E�ciency

The muon identi�cation di�ers from the top dilepton analysis only due to the match-

ing cuts for the muons. The tight and loose (TCM, LCM) identi�cation e�ciencies are

summarized in Tables XXVIII and XXIX. A matching cut for CMU/CMP/CMUP

muons is applied: CMU (CMP) �x < 2 cm (5 cm) OR �2x(CMU=CMP ) < 9.

\Good" CTC track and cosmic ray removal e�ciencies are estimated later in this
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TABLE XXVII. Conversion removal e�ciency for electrons using the Z0 data and MC.

E�ciency (MC) E�ciency (IA) E�ciency (IB)

TCE 0.977�0.002 0.955�0.007 0.958�0.004
LCE 0.977�0.002 0.955�0.007 0.958�0.004
PEM 1.000+0:000�0:001 0.985�0.009 0.993�0.002

chapter. Totals are found after applying all identi�cation cuts. The loose CMX iden-

ti�cation e�ciencies are summarized in TableXXX. Note: matching (CMX) refers

to �x(CMX) < 5 cm OR �2x(CMX) < 9. The CMIO identi�cation e�cien-

cies are summarized in Table XXXI. Muons that could be categorized as cosmic

rays have been removed using the routine CMCOS [66]. The cosmic ray ag in the

CMUO/CMIO banks (MOCrFl) is determined using this routine. If the ag is set

greater than 1, the muon is said to have failed the cosmic ray �lter. Table XXXII

displays the e�ciency of the cut in Monte Carlo as well as in data.

TABLE XXVIII. Identi�cation e�ciency for tight CMU/CMP (TCM) muons using

the Z0 sample.

E�ciency (MC) E�ciency (IA) E�ciency (IB)

EM � 2.0 GeV 0.989�0.002 0.966�0.015 0.960�0.005
Had � 6.0 GeV 0.983�0.002 0.993�0.007 0.969�0.005
EM+Had � 0.1 GeV 0.995�0.001 0.993�0.007 0.976�0.005
d0 � 0.5 cm (raw) 0.995�0.001 N/A 0.981�0.004
d0 � 0.2 cm (b. c.) 0.994�0.001 1.000+0:000�0:009 0.972�0.004
Matching (CMU or CMP) 0.995�0.001 0.938�0.020 0.983�0.004
Total (TCM) 0.977�0.003 0.903�0.025 0.929�0.007

E. \Good" CTC Track E�ciency

A \good" CTC track is a 3D track found with � 3 axial CTC superlayer (SL) hits,

� 2 stereo SL hits, and � 6 total SL hits. E�ciencies of track cuts on the second leg
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TABLE XXIX. Identi�cation e�ciency for loose CMU/CMP (LCM) muons using the

Z0 sample. Note: matching (CMU or CMP) refers to CMU (CMP)

�x < 2 cm (5 cm) OR �2x(CMU=CMP ) < 9.

E�ciency (MC) E�ciency (IA) E�ciency (IB)

EM � 2.0 GeV 0.989�0.002 0.966�0.015 0.960�0.005
Had � 6.0 GeV 0.983�0.002 0.993�0.007 0.969�0.005
EM+Had � 0.1 GeV 0.995�0.001 0.993�0.007 0.976�0.005
d0 � 0.8 cm (raw) 0.995�0.001 N/A 0.983�0.004
d0 � 0.5 cm (b. c.) 0.994�0.001 1.000+0:000�0:009 0.980�0.004
Matching (CMU or CMP) 0.995�0.001 0.938�0.020 0.983�0.004
Total (LCM) 0.976�0.003 0.903�0.025 0.937�0.006

TABLE XXX. Identi�cation e�ciency for CMX muons using the Z0 sample.

E�ciency (MC) E�ciency (IA) E�ciency (IB)

EM � 2.0 GeV 0.987�0.003 0.970�0.021 0.969�0.007
Had � 6.0 GeV 0.988�0.003 1.000+0:000�0:015 0.969�0.007
EM+Had � 0.1 GeV 0.999�0.001 1.000+0:000�0:015 0.991�0.004
d0 � 0.8 cm (raw) 0.999�0.001 N/A 1.000+0:000�0:001
d0 � 0.5 cm (b. c.) 0.999�0.001 1.000+0:000�0:015 1.000+0:000�0:001
Matching (CMX) 0.999�0.001 0.970�0.021 1.000+0:000�0:001
Total (CMX) 0.977�0.005 0.940�0.029 0.929�0.010

(except PEM) are summarized in Table XXXIII.

F. Comparison to Top Dilepton Analysis

A consistency check between the top and SUSY identi�cation e�ciency studies is

performed. Since the two analyses are very similar, the identi�cation e�ciencies are

expected to be similar. However, some modi�cations are necessary in order to compare

results between the two analyses. The conversion removal e�ciencies (CEM), cosmic

ray removal (muons only), and \good" CTC track selection (except for PEM) are

folded in with the SUSY lepton identi�cation e�ciencies. The top dilepton TCE
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TABLE XXXI. Identi�cation e�ciency for CMIO muons using the Z0 sample.

E�ciency (MC) E�ciency (IA) E�ciency (IB)

EM � 2.0 GeV 0.990�0.003 0.975�0.025 0.960�0.009
Had � 6.0 GeV 0.990�0.003 0.950�0.034 0.984�0.006
EM+Had � 0.1 GeV 1.000+0:000�0:001 1.000+0:000�0:025 1.000+0:000�0:002
d0 � 0.8 cm (raw) 1.000+0:000�0:001 1.000+0:000�0:025 0.998�0.002
d0 � 0.5 cm (b. c.) 1.000+0:000�0:001 1.000+0:000�0:025 1.000+0:000�0:002
Total (CMIO) 0.975�0.004 0.925�0.042 0.942�0.011

TABLE XXXII. Cosmic ray removal e�ciency using the Z0 data and MC.

E�ciency (MC) E�ciency (IB)

TCM 1.000+0:000�0:001 1.000+0:000�0:001
LCM 1.000+0:000�0:001 1.000+0:000�0:001
CMX 1.000+0:000�0:001 1.000+0:000�0:001
CMIO 1.000+0:000�0:001 1.000+0:000�0:001

and LCE e�ciencies are scaled to the cut of E=p < 2 since the top dilepton group

uses a TCE (LCE) identi�cation with a tighter (looser) cut of E=p < 1:8 (< 4:0).

The e�ciencies for various E=p cuts are studied by the top dilepton analysis and

summarized in Table XXXIV [63]. The top muon identi�cation e�ciencies are not

scaled, because the cuts are similar. The top PEM e�ciency is not scaled even though

the top analysis uses a tighter criteria, because there is a correlation between these

cuts. Table XXXV is a list of extra cuts used by the top group for the PEM. Hence,

the top PEM e�ciency will be lower than that of the SUSY dilepton analysis.

Table XXXVI is a summary of this comparison. The results agree within two

standard deviations (except for PEM). Note that the uncertainties of this measure-

ment are smaller than those in the top analysis, because the entire Run IB Z0 sample

is utilized.

The summary is listed in Table XXXVII. E�ciencies of lepton identi�cation are
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TABLE XXXIII. \Good" CTC track e�ciency using the Z0 data and MC.

E�ciency (MC) E�ciency (IB)

TCE 0.995�0.001 0.996�0.001
LCE 0.995�0.001 0.996�0.001
TCM 1.000+0:000�0:001 1.000+0:000�0:001
LCM 1.000+0:000�0:001 1.000+0:000�0:001
CMX 0.980�0.001 1.000+0:000�0:001
CMIO 0.903�0.007 0.968�0.008

TABLE XXXIV. E�ciency of E=p in the top dilepton study with all other cuts ap-

plied.

E=p E�ciency (IA) E�ciency (IB)

1.8 0.982�0.003 0.974�0.004
2.0 0.990�0.003 0.970�0.004
4.0 1.000+0:000�0:001 1.000+0:000�0:001

multiplied by the photon-conversion removal (CEM), \good" CTC track, and cosmic

ray removal (muons only). The Monte Carlo has in most cases overestimated the

lepton identi�cation e�ciency since luminosity and aging e�ects were not modeled

properly. The results are consistent with those from the top dilepton analysis.
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TABLE XXXV. E�ciency of PEM cuts (other than those used in the SUSY analyses)

in the top dilepton study with all other cuts applied.

cut E�ciency (IA) E�ciency (IB)

�2depth < 15 0.976�0.010 0.996�0.004
ISO < 0.1 1.000+0:000�0:003 0.991�0.004
pExtraTrackT < 1.5 GeV/c 0.984�0.008 0.991�0.006

TABLE XXXVI. Comparison of the SUSY dilepton identi�cation e�ciencies with

those from the top dilepton analysis[63].

E�ciency (IA) E�ciency (IB) E�ciency (top)

TCE 0.821�0.013 0.815�0.008 0.815�0.009
LCE 0.846�0.008 0.847�0.008 0.862�0.007
PEM 0.890�0.012 0.920�0.007 0.850�0.017
TCM 0.903�0.025 0.929�0.007 0.942�0.007
LCM 0.903�0.025 0.937�0.006 0.942�0.007
CMX 0.940�0.029 0.929�0.010 0.952�0.008
CMI 0.925�0.042 0.912�0.014 0.920�0.011

TABLE XXXVII. Summary of e�ciencies including lepton identi�cation, pho-

ton-conversion removal (TCE and LCE only), \good" CTC track

(not PEM), and cosmic ray removal (muons only).

E�ciency (MC) E�ciency (IA) E�ciency (IB)

TCE 0.863�0.004 0.821�0.013 0.815�0.008
LCE 0.888�0.003 0.846�0.008 0.847�0.008
PEM 0.924�0.004 0.890�0.012 0.920�0.007
TCM 0.977�0.003 0.903�0.025 0.929�0.007
LCM 0.976�0.003 0.903�0.025 0.937�0.006
CMX 0.957�0.005 0.940�0.029 0.929�0.010
CMI 0.880�0.008 0.925�0.042 0.912�0.014
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APPENDIX C

LEPTON ISOLATION EFFICIENCIES

A. Introduction

E�ciencies of lepton calorimeter and track isolation cuts are determined using the

Run IB Z0 ! `` events. These cuts are used for several SUSY multilepton analyses.

The calorimeter isolation (ISOcal
0:4) is determined by summing the transverse en-

ergy deposited in the calorimeter in a cone in �-� space of �R =
q
(��)2 + (��)2 =

0:4 around the lepton subtracting the transverse energy of the lepton:

ISOcal
0 :4 =

X
�R<0:4

ET � ET(`)

The track isolation (ISOtrk
0:4 ) is determined by summing the transverse momenta

from all \good" CTC tracks 2 in a cone of �R =0.4 around the lepton (disregarding

the transverse momentum of the lepton). In order to minimize the e�ect of multiple

interactions due to high instantaneous luminosity on SUSY processes, only the mo-

menta of those tracks that are within 10 cm of the lepton's z-vertex are summed. A

track isolation cut is employed for both leptons to reduce the isolation not measured

by the calorimeter.

The track isolation cut is de�ned as:

ISO trk
0 :4 =

X
�R<0:4

pT � pT(`)

2A \good" CTC track is a 3D track found with � 3 axial superlayer hits, � 2
stereo superlayer hits, and � 6 total superlayer hits in the CTC.
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A comparison between Z0 ! `` data and Monte Carlo events is made in order

to determine scale factors necessary to apply to Monte Carlo events so that e�ects

can be incorporated that are not simulated (e.g., e�ects due to luminosity, aging, and

multiple interactions).

B. Data Samples

The inclusive electron and muon data samples are used to study the lepton isola-

tion e�ciencies. The selection cuts for the inclusive electron and muon samples are

summarized in Tables XXXVIII and XXXIX, respectively.

TABLE XXXVIII. Cuts applied to the inclusive electron sample.

Object type Variable Cut

ET � 20 GeV
E=p (corrected) � 1.8
HAD/EM (3� 3) � 0.05
LSHR � 0.2
j �x j � 1.5 cm

CEM j �z j � 3.0 cm
�2strip � 10.0

j zvertex j � 60 cm
j zvertex � ze0 j � 5 cm (Vertex Class � 10)
Fiducial (FIDELE) Yes
Conversion Removal (CONVERT2) Yes

Opposite charge dielectron3 and dimuon events are selected from the inclusive

electron and muon samples respectively in the dilepton mass range: 50 � M(`; `) �
150 GeV/c2. The track vertex of the second leg is required to be within 10 cm of

that of the �rst leg (except for the PEM for which uses the VTVZ vertex). The

legs of the dilepton event are required to be well separated (�R(`1; `2) > 0.4) in

�-� space. The tight electron leg is required to be a CEM cluster with ET > 20

3except for CEM-PEM events
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TABLE XXXIX. Cuts applied to the inclusive muon sample.

Object type Variable Cut

pT (beam constrained) � 20 GeV/c
EM � 2 GeV
HAD � 6 GeV
EM+HAD � 0.1 GeV

CMUP d0 (beam constrained) � 0.3 cm
j �x j (CMU) � 2.0 cm
j �x j (CMP) � 5.0 cm
j zvertex j � 60 cm
j zvertex � z�0 j � 5 cm (Vertex Class � 10)

GeV as a requirement to pass the CEM 16 CFT 12 trigger. The tight muon leg is

necessary to have a stub in the CMU and to have p�T > 20 GeV/c. Hence the muon

sample is inclusive of all high-pT CMUP* and CMNP* triggers 4. The identi�cation

requirements as listed in Table XL are imposed on both legs.

Cuts as listed in Table XLI are applied for jet identi�cation. The JTC96X

(correcting for both the underlying event and out of cone corrections) are applied to

determine the energies of the jets that are found to be in the central or plug regions

of the calorimeter.

C. Method

The e�ciency of events passing the isolation cut in a dilepton mass window of 76

�M(`; `) � 106 GeV/c2 are estimated using the following formula:

�iso =
Niso<x

Ntot

�
s
Niso<x(Ntot �Niso<x)

N3
tot

; (C.1)

where Ntot is the total number of events in the sample, x is the isolation cut of choice,

4These triggers are CMUP CFT 12 5DEG* and CMNP CFT 12 5DEG*
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TABLE XL. The cuts used to select the sample.

Cut Tight Cut Loose Cut
E/p � 2.0 � 2.0
Had
Em � 0.05 � 0.055+0.045 E

100
Lshr � 0.2 � 0.2
j �x j � 3.0 cm � 3.0 cm

CEM j �z j � 5.0 cm � 5.0 cm
�2strip � 10.0 � 15.0

FIDELE yes yes
CONVERT2 yes yes
Had
Em � 0.1

PEM �23x3 � 3.0
VTX Occ. � 0.50
FIDELE yes

Em � 2.0 GeV � 2.0 GeV
Had � 6.0 GeV � 6.0 GeV
Em+Had � 0.1 GeV
CMU �x � 2.0 cm � 2.0 cm

CMU/CMP CMP �x � 5.0 cm � 5.0 cm
or �2x � 9.0 � 9.0
d0 (raw) � 0.5 cm � 0.8 cm
d0 (b. c.) � 0.2 cm � 0.5 cm

Em � 2.0 GeV
CMX Had � 6.0 GeV

Em+Had � 0.1 GeV
CMX �x � 5.0 cm
or �2x � 9.0
d0 (raw) � 0.8 cm
d0 (b. c.) � 0.5 cm

Em � 2.0 GeV
CMIO Had � 6.0 GeV

Em+Had � 0.1 GeV
d0 ( raw ) � 0.8 cm
d0 (b. c.) � 0.5 cm
CMUSWM yes
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TABLE XLI. Jet identi�cation criteria.
Object type Variable Cut

ET (raw) � 10 GeV
ET (corrected) � 15 GeV

JETS j � j � 2.4
�R(`; j) � 0.4
�R(j; j) � 0.4

and Niso<x is the subset in which the second-leg leptons passes that isolation cut.

Note, however, if the number of the events that have passed the isolation cut are

equal to the number of total entries in that bin, then the error is taken to be
q

Ntot�1
Ntot

.

No isolation cut is applied on the �rst leg.

For TCE-TCE and TCM-TCM, the e�ciency is determined using the following

formula:

�iso =
2N iso1<x

iso2<x +N iso1>x
iso2<x +N iso1<x

iso2>x

2N iso1<x
iso2<x + 2N iso1>x

iso2<x + 2N iso1<x
iso2>x + 2N iso1>x

iso2>x

�
vuut(2N iso1<x

iso2<x +N iso1>x
iso2<x +N iso1<x

iso2>x )(2N
iso1>x
iso2>x +N iso1>x

iso2<x +N iso1<x
iso2>x )

(2N iso1<x
iso2<x + 2N iso1>x

iso2<x + 2N iso1<x
iso2>x + 2N iso1>x

iso2>x )
3

(C.2)

Note that the errors on the isolation e�ciency using \tight-tight" events are

smaller than the errors using \tight-loose" events due to the fact that both legs are

used to determine the e�ciency.

D. Calorimeter Isolation E�ciency

Calorimeter e�ciencies have been examined as a function of the choice of isolation

cut using Z0 ! `` events seen at CDF in Run I. E�ciencies are listed for central

electrons, plug electrons, and muons at choices of isolation cuts at 2 GeV, 3 GeV,

and 4 GeV in a cone of 0.4 in � � � space in Table XLII. Note that the e�ciency
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TABLE XLII. E�ciency of the calorimeter isolation cut from Z0 ! `+`� data. Errors

are statistical only.

Object ISOcal
0:4 � 2 GeV ISOcal

0:4 � 3 GeV ISOcal
0:4 � 4 GeV

eCEM 0.8462 � 0.0084 0.9349 � 0.0054 0.9666 � 0.0037
ePEM 0.8000 � 0.0086 0.9421 � 0.0050 0.9755 � 0.0033
� 0.8384 � 0.0095 0.9236 � 0.0069 0.9698 � 0.0044

TABLE XLIII. E�ciency of the calorimeter isolation cut of 4 GeV from Z0 ! `+`�

data for jet multiplicity of cone size 0.4. Errors are statistical only.

Object nj = 0 nj = 1 nj � 2

eCEM 0.970 � 0.004 0.956 � 0.012 0.936 � 0.028
ePEM 0.977 � 0.004 0.967 � 0.010 0.971 � 0.020
� 0.971 � 0.005 0.966 � 0.011 0.904 � 0.041

cut at 2 GeV agrees with the Run I low-mass Drell-Yan ( ! ``) analysis [46]. The

cut used in this analysis is 4 GeV. The e�ect of jet multiplicity in the events is also

examined in Table XLIII.

E. Track Isolation E�ciency

Track isolation e�ciencies have been examined as a function of the choice of isolation

cut using Z0 ! `` events seen at CDF in Run I. Calorimeter isolation cuts of 4 GeV

have been placed on each leg. E�ciencies are listed for central electrons and muons

at choices of track isolation cuts at 2 GeV/c, 3 GeV/c, and 4 GeV/c in a cone of 0.4

in � � � space in Table XLIV. The cut used in this analysis is 4 GeV/c. The e�ect

of jet multiplicity in the events is also examined in Table XLV.
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TABLE XLIV. E�ciency of the track isolation cut from Z0 ! `+`� data. Errors are

statistical only.

Object ISOcal
0:4 � 2 GeV ISOcal

0:4 � 3 GeV ISOcal
0:4 � 4 GeV

eCEM 0.9535 � 0.0050 0.9776 � 0.0035 0.9868 � 0.0027
� 0.9393 � 0.0045 0.9835 � 0.0024 0.9918 � 0.0017

TABLE XLV. E�ciency of the track isolation cut of 4 GeV/c from Z0 ! `+`� data

for jet multiplicity of cone size 0.4. Errors are statistical only.

Object nj = 0 nj = 1 nj � 2

eCEM 0.989 � 0.003 0.982 � 0.008 0.971 � 0.020

� 0.998 � 0.001 0.992 � 0.004 1.000+0:000�0:017

F. Monte Carlo

A 422.7 pb�1 Monte Carlo (MC) sample of Drell-Yan (Z0 ! ``) events is used. The

events are generated using ISAJET 7.16 with CTEQ2L used as the structure function

and simulated through the CDF detector simulation (QFL0).

1. Calorimeter Isolation E�ciency

Calorimeter e�ciencies have been examined as a function of the choice of isolation

cut using Z0 ! `` events found in MC. E�ciencies are listed for central electrons,

plug electrons, and muons at choices of isolation cuts at 2 GeV, 3 GeV, and 4 GeV

in a cone of 0.4 in ��� space in Table XLVI. The cut used in this analysis is 4 GeV.

The e�ect of jet multiplicity in the events is also examined in Table XLVII.
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TABLE XLVI. E�ciency of the calorimeter isolation cut from Z0 ! `+`� MC. Errors

are statistical only.

Object ISOcal
0:4 � 2 GeV ISOcal

0:4 � 3 GeV ISOcal
0:4 � 4 GeV

eCEM 0.9500 � 0.0029 0.9722 � 0.0022 0.9815 � 0.0018
ePEM 0.9805 � 0.0016 0.9910 � 0.0011 0.9941 � 0.0009
� 0.9379 � 0.0033 0.9712 � 0.0023 0.9835 � 0.0017

TABLE XLVII. E�ciency of the calorimeter isolation cut of 4 GeV from Z0 ! `+`�

MC for jet multiplicity of cone size 0.4. Errors are statistical only.

Object nj = 0 nj = 1 nj � 2

eCEM 0.991 � 0.002 0.990 � 0.004 0.994 � 0.006
ePEM 0.995 � 0.001 0.995 � 0.003 0.991 � 0.009
� 0.989 � 0.002 0.985 � 0.004 0.980 � 0.011

2. Track Isolation E�ciency

Track isolation e�ciencies have been examined as a function of the choice of isolation

cut using Z0 ! `` events seen in MC. Calorimeter isolation cuts of 4 GeV have been

placed on each leg. E�ciencies are listed for central electrons and muons at choices

of track isolation cuts at 2 GeV/c, 3 GeV/c, and 4 GeV/c in a cone of 0.4 in � � �

space in Table XLVIII. The cut used in this analysis is 4 GeV/c. The e�ect of jet

multiplicity in the events is also examined in Table XLIX.

TABLE XLVIII. E�ciency of the track isolation cut from Z0 ! `+`� MC. Errors are

statistical only.

Object ISOcal
0:4 � 2 GeV ISOcal

0:4 � 3 GeV ISOcal
0:4 � 4 GeV

eCEM 0.9567 � 0.0028 0.9816 � 0.0018 0.9905 � 0.0013
� 0.9454 � 0.0022 0.9847 � 0.0012 0.9939 � 0.0008
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TABLE XLIX. E�ciency of the track isolation cut of 4 GeV/c from Z0 ! `+`� MC

for jet multiplicity of cone size 0.4. Errors are statistical only.

Object nj = 0 nj = 1 nj � 2

eCEM 0.991 � 0.001 0.990 � 0.003 0.984 � 0.009
� 0.997 � 0.001 0.992 � 0.002 0.995 � 0.004
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APPENDIX D

JETS

A. De�nition of Jet

Many methods can be used to de�ne what is meant by a jet of hadrons. Here, a cone

algorithm based on the energy deposition in an angular region (e. g., the Sterman-

Weinberg de�nition [72]). In CDF, a jet is a concentration of transverse energy, ET,

in a `cone' of radius �R, where :

�R =
q
(��)2 + (��)2 (D.1)

and ET is de�ned as :

ET = E sin � (D.2)

CDF has performed analyses using jet cone sizes of �R = 0:4 and �R = 0:7. This

analysis employs cone size of �R = 0:4 for jets.

By de�ning �R in terms of �� (rather than, say ��) the jet energy remains

invariant under longitudinal boosts. In the two-dimensional �-� plane, curves of

constant �R are circles around the axis of the jet. It is for this reason that the CDF

calorimetry is segmented in �� ��� (see Fig. 48).

B. Jet Energy

The jet energy and momentum components are de�ned from the list of cluster towers

as:

EJ =
NX
i

Ei (D.3)
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FIG. 48. The �� ��� segmentation of the CDF calorimetry.

Px;J =
NX
i

Ei sin �i cos�i (D.4)

Py;J =
NX
i

Ei sin �i sin�i (D.5)

Pz;J =
NX
i

Ei cos �i (D.6)

(D.7)

where i is the tower index and N the number of towers in the cluster.

Using the above de�ned quantities, the jet energy and momentum transverse

components PT;J and ET;J are derived as:

PT;J =
q
P 2
x;J + P 2

y;J (D.8)

PJ =
q
P 2
x;J + P 2

y;J + P 2
z;J (D.9)

ET;J = EJ
PT;J
PJ

(D.10)

(D.11)
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C. Jet Energy Corrections

Jet energy corrections are implemented via an o�ine routine called JTC96X [74]. It

has been known since the days of CDF Run 0 (1988-89) that in order to reconstruct the

true momentum of parton from the measured jet ET inside a clustering cone, proper

corrections need to be applied to account for detector and physics e�ects [73]. The

main stages of jet energy correction are the (1) relative (`E', or `N'), (2) absolute (`Y'

or `N'), (3)underlying event (`Y' or `N'), and (4)out-of-cone (`Y' or `N') corrections.

1. Relative correction accounts for the non-uniform response of di�erent calorime-

ters and measures the calorimeter response in the plug and forward regions

relative to the central region.

2. Absolute correction estimates the true parton ET inside the cone based on

the observed raw ET, accounting for the non-linear response of the calorimeter.

3. Underlying event subtraction is done by estimating the energy in the clus-

tering cone that was not involved in hard scattering.

4. Out-of-cone inclusion of energy of the jet lying outside the cone.



144

APPENDIX E

ISAJET VALIDATION

A. Introduction

In SUSY multilepton analyses, ISAJET Monte Carlo is used to generate the Standard

Model (SM) backgrounds : (1) Z0 production, (2) low-mass Drell-Yan (DY) process,

(3) t�t production, (4) diboson production, and (5) b�b=c�c production.

The level of agreement between data and Monte Carlo is studied in terms of

cross-sections and/or kinematical distributions. Results of the following ISAJET

validations are reported: (a) normalization of ISAJET cross-sections to the CDF

measurements for Z0, low-mass Drell-Yan, and tt production; (b) normalization of

ISAJET cross-sections for diboson production to next-to-leading order (NLO) predic-

tion; (c) a comparison between b�b=c�c Monte Carlo events to data in the e� channel.

Corrections to lepton identi�cation, isolation, and trigger e�ciency in Monte Carlo

to those in data are applied. Monte Carlo samples are scaled to luminosity. The scal-

ing factors are determined for Monte Carlo samples generated with parton density

functions (PDFs), CTEQ2L, MRSD00, and GRVLO. The parton density function,

MRSD00, is used by this analysis to determine the Standard Model backgrounds; the

other parton density functions are presented for comparison. Although this search

employs the jet cone size of 0.4, kinematic distributions using both jet cone sizes used

at CDF, namely 0.4 and 0.7, are presented. The kinematics using jet cone size 0.7

are studied for comparison.
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TABLE L. Additional cuts to those in Tables VII and VIII are used to select dileptons.

Cut Tight Cut Loose Cut

ET � 11.0 GeV � 5.0 GeV
pT � 4.0 GeV/c � 2.8 GeV/c

CEM FIDELE yes yes
CONVERT2 yes yes
pT � 11.0 GeV/c � 5.0 GeV/c
Muon Type CMUP CMU/CMP/CMUP

CMU/CMP jd0j (b.c.) � 0.2 cm � 0.5 cm
CMCOS yes yes
CMUSWM yes yes
pT � 5.0 GeV/c

CMX jd0j (b.c.) � 0.5 cm
CMCOS yes
CMUSWM yes
pT � 10.0 GeV/c

CMIO jd0j (b.c.) � 0.5 cm
CMIOFID yes

B. Identi�cation Criteria for Leptons and Jets

The identi�cation criteria for electrons and muons are stated in Tables VII and VIII,

respectively. Additional cuts are listed in Table L. Jet identi�cation criteria can be

found in Table LI. It should be noted that only central leptons are of interest.

In a selection of dilepton events, the tight lepton (pT � 11 GeV/c) must be

classi�ed as a tight central electron (TCE) or a tight central CMUP muon (TCM).

Additional leptons with momentum above 5 GeV/c must be loose central electrons

(LCE) or loose central CMU/CMP/CMX/CMIO muons (LCM, CMX, CMIO). Two

leptons must be well separated (�R`1`2 > 0:4) but originate from the same vertex

(jztrk10 � ztrk20 j � 10 cm).

For studies of Drell-Yan (, Z0) events, calorimeter and tracking based isolation

cuts (ISOcal
0:4 � 4.0 GeV and ISOtrk

0:4 � 4.0 GeV=c) are applied.
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TABLE LI. Cuts used to select jets.

Quantity Cut

ET (raw) � 10 GeV
ET (JTC96X `EYDD') � 15 GeV

JETS j �det j � 2.4

�R(`; j0:7(0:4))det � 0.7(0.4)

TABLE LII. e� triggers for studies of b�b=c�c events.

Level Run IB [75]

1 CEM CMU OR CMX*
2 CEM 5 CFT 4 7 CMU 2 7*

CEM 5 CFT 4 7 CMX 2 7*
3 PSIB E CMUP*

PSIB E CMX*

C. Triggers in Dilepton Datasets

In the ee and the �� datasets for studies of Drell-Yan (,Z0), events are required

to follow inclusive lepton trigger paths (see Tables IV and V). In the e� dataset for

studies of b�b=c�c events, the trigger path outlined in Table LII is required. The e�

trigger e�ciencies are studied in Ref. [75].

D. Z
0 ! ``

The Z0 boson events are generated by ISAJET with 5 � qT � 500 GeV[62]. Distri-

butions of (a) jet multiplicity and (b) kinematics of two leading jets for two jet cone

sizes of 0.4 and 0.7 are checked by comparing to the data. The ISAJET cross-section

times branching ratio (� � Br(Z0 ! ``)) is corrected by scaling to the the CDF Run

I published measurement of � � Br(Z0 ! �+��) = 233 � 18 pb [59]. The ISAJET

cross-sections and scaling factors for three parton distribution functions (MRSD00,
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FIG. 49. The dielectron mass using MRSD00(solid), CTEQ2L (dashed), and GRVLO

(dotted) structure functions are compared to data (points).

CTEQ2L, and GRVLO) are summarized in Table LIII. The standard CDF data

samples for Z0 ! `�`� to compare with ISAJET events with scaling factors. The

Z0 ! `+`� data samples are selected from the Duke University Z0 ! e+e� and

the Johns Hopkins-Harvard Z0 ! �+�� datasets [57, 76]. Using the scaling factors,

dilepton mass distributions for Z0 ! e+e� and �+�� events in Monte Carlo and data

samples are compared. Figures 49 and 50 show the distributions of dilepton mass for

mass window 76 �M(``) � 106 GeV/c2.

The Monte Carlo agrees with the data very well. Using the scaling factors, the

kinematical distributions from Monte Carlo are compared with those found from data.

Tables LIV and LV display the jet multiplicity for Z0 ! `+`� events (76 �M(``) �
106 GeV/c2) for jet cone sizes of 0.4 and 0.7, respectively. The results are also shown

in Figs. 51 and 52. A good agreement between Monte Carlo and data is seen in the

analysis with cone size 0.4. The agreement is worse in the analysis with cone size 0.7.

In a 2-jet bin, for example, Monte Carlo predictions with MRSD00, CTEQ2L, and

GRVLO are systematically lower than the data. Distributions of ET and � for two
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FIG. 50. The dimuon mass using MRSD00(solid), CTEQ2L (dashed), and GRVLO

(dotted) structure functions are compared to data (points).

leading jets are examined with cone sizes 0.4 and 0.7. Figures 53 and 54 demonstrate

agreement of the kinematics between data and Monte Carlo using jet cone size 0.4

for Z0 ! ee and ��, respectively. Figures 55 and 56 display kinematics of jets with

cone size 0.7 in Z0 ! ee and �� events, respectively. Monte Carlo is consistent with

data in the analysis with jet cone size 0.4. However, in the analysis with jet cone size

0.7, the data points are systematically higher than Monte Carlo predictions. A large

discrepancy is especially found in the lowest ET bin.

The excess of the number of events seen in data with cone size 0.7 is possibly

explained by a poor modeling of the underlying event or the lack of multiple inter-

actions in the Monte Carlo samples, because the jet clustering algorithm is likely to

pick many more low ET clusters with a larger cone size. It should be noted that

ISAJET does not properly model the the pZT. Pythia also has been known to present

some problems [77]. VECBOS is also known to show disagreements at low pZT [78].

In fact, the only Monte Carlo that best models the pZT is RESBOS [79].
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FIG. 51. The jet multiplicity spectra using Z0 ! ee applying MRSD00(solid),

CTEQ2L (dashed), and GRVLO (dotted) structure functions are compared

to data (points).

TABLE LIII. ISAJET Monte Carlo cross-sections & scaling factors for Z0 ! ``. The

Monte Carlo events are generated with 5 � qT � 500 GeV.

PDF � (pb) Correction

MRSD00 130 1.79 � 0.14
GRVLO 109 2.14 � 0.16
CTEQ2L 120 1.94 � 0.15
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FIG. 52. The jet multiplicity spectra using Z0 ! �� applying MRSD00(solid),

CTEQ2L (dashed), and GRVLO (dotted) structure functions are compared

to data (points).
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FIG. 53. The corrected jet energies and rapidities of the two leading jets with cone

size 0.4 in Z0 ! ee events using MRSD00(solid), CTEQ2L (dashed), and

GRVLO (dotted) structure functions are compared to data (points). The

leading jet ET is plotted for the Z0+ � 1 jet selection; the second leading jet

ET is plotted for the Z0+ � 2 jet selection.
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FIG. 54. The corrected jet energies and rapidities of the two leading jets with cone

size 0.4 in Z0 ! �� events using MRSD00(solid), CTEQ2L (dashed), and

GRVLO (dotted) structure functions are compared to data (points). The

leading jet ET is plotted for the Z0+ � 1 jet selection; the second leading jet

ET is plotted for the Z0+ � 2 jet selection.
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FIG. 55. The corrected jet energies and rapidities of the two leading jets with cone

size 0.7 in Z0 ! ee events using MRSD00(solid), CTEQ2L (dashed), and

GRVLO (dotted) structure functions are compared to data (points). The

leading jet ET is plotted for the Z0+ � 1 jet selection; the second leading jet

ET is plotted for the Z0+ � 2 jet selection.



154

FIG. 56. The corrected jet energies and rapidities of the two leading jets with cone

size 0.7 in Z0 ! �� events using MRSD00(solid), CTEQ2L (dashed), and

GRVLO (dotted) structure functions are compared to data (points). The

leading jet ET is plotted for the Z0+ � 1 jet selection; the second leading jet

ET is plotted for the Z0+ � 2 jet selection.
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TABLE LIV. Jet multiplicity in Z0 data and Monte Carlo using a cone size of 0.4.

The Monte Carlo predictions are normalized to the Run IB luminosity.

Nj0:4 Z0 ! ee MRSD00 CTEQ2L GRVLO

0 1568 1600 1617 1642
1 309 320 318 318
2 63 46 50 56
3 14 10 9 10
� 4 0 1 3 3

Nj0:4 Z0 ! �� MRSD00 CTEQ2L GRVLO

0 1295 1354 1377 1306
1 281 274 293 291
2 42 38 49 50
3 10 9 8 9
� 4 1 2 2 1

TABLE LV. Jet multiplicity in Z0 data and Monte Carlo using a cone size of 0.7. The

Monte Carlo predictions are normalized to the Run IB luminosity.

Nj0:7 Z0 ! ee MRSD00 CTEQ2L GRVLO

0 1441 1638 1658 1672
1 402 323 312 330
2 96 45 55 56
3 14 8 8 10
� 4 1 0 2 1

Nj0:7 Z0 ! �� MRSD00 CTEQ2L GRVLO

0 1183 1309 1335 1269
1 359 303 326 313
2 71 47 50 55
3 14 7 9 10
� 4 3 1 1 1
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TABLE LVI. CDF measured cross-section for low-mass Drell-Yan process including

statistical and systematic uncertainties[80].

Mass bin ee & �� [pb/(GeV=c2)] ��M ��y [pb]

11-15 16.4 � 6.3 131.2 � 50.4
15-20 6.3 � 2.3 63.0 � 23.0
20-30 2.0 � 0.6 40.0 � 12.0
30-40 0.78 � 0.28 15.6 � 5.6
40-50 0.29 � 0.16 5.8 � 3.2
50-60 0.16 � 0.11 3.2 � 2.2

11-60 5.28 � 1.16 259 � 57

E. Low-Mass Drell-Yan Events

The Drell-Yan () Monte Carlo events are generated with 5 � qT � 500 GeV in the

same manner as in the Z0 Monte Carlo events [62]. The CDF published measurement

of the cross-section for low-mass DY process has been con�rmed by a preliminary

analysis using data from Run IB [80, 46]. The combined results for ee and �� channels

are summarized in Table LVI.

The cross-section for 11 � M;Z0 � 60 GeV/c2 and j y;Z0 j� 1 is 259 � 57 pb.

It should be noted that the measured values include contributions from both photon

and Z0 exchange diagrams, but the expected contribution from Z0 is ' 1 pb.

The ISAJET Monte Carlo Drell-Yan samples where � ! `+`� are generated.

Dilepton modes from ISAJET processes are selected using the routine genp.cdf in

the $EXOTIC UTILITIES/ area to �lter dilepton events where at least one high pT

lepton ( pT � 8.0 GeV/c) or two low pT leptons (pT � 2:8 GeV/c). The cross-section

is presented along with the fraction of dilepton �ltered events as well as the scaling

factors for three parton density functions in Table LVII.
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TABLE LVII. ISAJET Monte Carlo cross-section and correction factors for Drell-Yan

( ! `+`�).

PDF ISAJET �() (pb) �GENPLF �effective (pb) Correction Factor

MRSD00 796.4 0.1475 � 0.0035 118 2.19 � 0.48
GRVLO 981.3 0.1269 � 0.0033 125 2.07 � 0.46
CTEQ2L 830.1 0.1451 � 0.0039 120 2.16 � 0.48

TABLE LVIII. ISAJET Monte Carlo cross-sections and scaling factors for t�t.

PDF � (pb) Correction

MRSD00 4.361 1.74 � 0.41
GRVLO 4.415 1.72 � 0.41
CTEQ2L 4.515 1.68 � 0.40

F. Top Quark Production

The t�t Monte Carlo events are generated with 0:1 � qT � 500 GeV [62]. With

the same parameter, the Monte Carlo cross-sections with MRSD00, CTEQ2L, and

GRVLO are averaged to be 4.4 pb. The ISAJET cross-section is compared to the

CDF measurement of 7.6 � 1.8 pb [81]. The resultant scaling factors are listed in

Table LVIII.

G. Diboson Production

The diboson events are generated with 0:1 � qT � 500 GeV [62]. The ISAJET cross-

sections are compared to the NLO calculation of W+W�=W�Z0=Z0Z0 production

cross-sections for various parton distribution functions (HMRS B, HMRS E, DFLM

160, DFLM 260, and DFLM 360)[82, 83, 84]. The resultant scaling factors are sum-

marized in Table LIX. The scaling factor for HMRS B will be used with regards to

SUSY analyses, but the results with other parton density functions are shown for
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TABLE LIX. ISAJET Monte Carlo cross-sections and scaling factors for diboson pro-

duction.

Diboson Mode PDF �ISAJET (pb) �NLO (pb) Correction

HMRS B 6.603 9.53 1.44
HMRS E 6.929 9.90 1.43

W+W� DFLM 160 6.335 9.64 1.52
DFLM 260 5.968 9.17 1.54
DFLM 360 5.543 8.73 1.57

HMRS B 0.4552 1.33 2.92
HMRS E 0.4975 1.42 2.85

W+Z0 DFLM 160 0.4349 1.29 2.97
DFLM 260 0.4074 1.21 2.97
DFLM 360 0.3754 1.14 3.04

Z0Z0 HMRS B 0.7430 1.08 1.45

comparison.

H. Bottom and Charm Production

The Monte Carlo dilepton events from b�b=c�c production are generated with MRSD00,

GRVLO, and CTEQ2L [62]. Three di�erent production mechanisms are considered:

(1) direct production, (2) initial state gluon splitting, and (3) �nal state gluon split-

ting. A factor of 2 is used for the initial state gluon splitting Monte Carlo samples

to incorporate p�p ! b + g as well as p�p ! g + b. Unfortunately, no B0 �B0 mixing is

included. Therefore, the numbers of opposite sign (OS) and like sign (LS) dilepton

events in ISAJET, OSISAJET and LSISAJET , have to be corrected to reect an e�ect

due to the mixing in a comparison with the data.

The proper number of OS and LS events with B0 �B0 mixing are given in
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Eq. E.1 [69]:

NOS = ((1� �)2 + �2)OSISAJET + 2�(1� �)LSISAJET

NLS = 2�(1� �)OSISAJET + ((1� �)2 + �2)LSISAJET

9>>=>>; (E.1)

where � is the averaged mixing parameter. With a CDF measurement of � = 0:118�
0:008� 0:020 [69], the following is obtained:

NOS = (0:792� 0:044)OSISAJET + (0:208� 0:044)LSISAJET

NLS = (0:208� 0:044)OSISAJET + (0:792� 0:044)LSISAJET

9>>=>>; (E.2)

In order to study b�b=c�c production, e� events which should receive little contri-

bution from any other Standard Model process are analyzed. In data, a total of 1,454

e� (924 OS and 530 LS) events are skimmed from the Run IB SUSY dilepton sample

(457,478 events). Those events satisfy the lepton identi�cation in Table L and trigger

selection in Table LII. A cut ofMe� > 12 GeV/c2 is imposed as in the SUSY dilepton

analysis. It should be noted that no isolation cuts are applied for this sample. Monte

Carlo samples with MRSD00 are analyzed in the same manner as in the above data

analysis.

The number of OS and LS e� events expected from non-b�b=c�c Standard Model

processes are summarized in Table LX. The sum of those contributions seems to be

less than 5% of the data sample of 1454 e� events. The number of OS and LS e�

events expected from b�b=c�c production are summarized in Tables LXI (without B0 �B0

mixing) and LXII (with B0 �B0 mixing in Eq. E.2).

The total systematic uncertainty in the b�b=c�c study include uncertainties from

the following components: (1) the mixing parameter, (2) identi�cation and trigger

e�ciencies, (3) luminosity, and (4) choice of the parton density functions (PDFs).

The uncertainty on the number of OS and LS dileptons due to the uncertainty on the
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TABLE LX. Number of OS and LS e� events from ISAJET Z0, , t�t, and

W+W�=W�Z0=Z0Z0 production with MRSD00. The numbers are nor-

malized to the Run IB luminosity. All scaling factors discussed in previ-

ous sections are applied. Only statistical uncertainty is shown.

Physics Process NOS NLS NOS+LS

Z0 32.0 � 2.4 2.10 � 0.60 34.1 � 2.4
 12.0 � 2.2 1.60 � 0.86 13.6 � 2.3
t�t 2.5 � 0.2 0.70 � 0.10 3.2 � 0.2
W+W� 1.8 � 0.2 0.03 � 0.03 1.8 � 0.2
W�Z0 0.1 � 0.1 0.20 � 0.08 0.3 � 0.1
Z0Z0 0.1 � 0.1 0.03 � 0.03 0.1 � 0.1

Total 48.5 � 3.2 4.66 � 1.06 53.1 � 3.3

TABLE LXI. Number of OS and LS e� events from ISAJET b�b=c�c production with

MRSD00 before taking into account the B0 �B0 mixing. The numbers are

normalized to the Run IB luminosity. Only statistical uncertainty is

shown.

Physics Process OSISAJET LSISAJET OSISAJET + LSISAJET
direct 783 � 21 124 � 8 907 � 23
initial state gluon splitting 132 � 9 33 � 4 165 � 10
�nal state gluon splitting 212 � 9 37 � 3 249 � 10

b�b=c�c 1127 � 25 194 � 9 1321 � 26

TABLE LXII. Number of OS and LS e� events from ISAJET b�b=c�c production using

MRSD00 after taking into account B0 �B0 mixing. The numbers are

normalized to the Run IB luminosity. Only statistical uncertainty is

shown.

Physics Process NOS NLS

direct 646 � 43 261 � 15
initial state gluon splitting 112 � 12 53 � 22
�nal state gluon splitting 176 � 14 73 � 34

b�b=c�c 934 � 47 387 � 43
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averaged mixing parameter is determined by varying the averaged mixing parameter

by one standard deviation. The uncertainties due to the identi�cation, trigger, and

luminosity issues associated with a Run IB e� analysis have been studied in Ref. [75].

The systematic uncertainty due to PDFs is estimated to be 5%. The systematic

uncertainties for � is ' 11%. Uncertainties on lepton identi�cation and trigger ef-

�ciencies ' 10%. The systematic uncertainty at this time for luminosity was 7%.

Thus, a total systematic uncertainty of 17% is determined for the production of b�b=c�c

events.

The systematic uncertainty for non-b�b=c�c Standard Model processes is the same

as the above with the exception, of course, due to the B0 �B0 mixing parameter. This

yields a systematic error of 13%.

The contributions from data are tabulated and compared with the number ex-

pected from b�b=c�c in Table LXIII in both OS and LS events. The large discrepancy

between Monte Carlo and data seen in NLS could be due to fakes since e�ects due to

misidenti�ed leptons have not been taken into account in this analysis. By examining

the distribution of the opening angle between the leptons in Fig. 57, one sees that a

discrepancy lies in the like sign sample where ��(e; �) � 120o. This observation is

consistent with an electron or muon being back-to-back with a jet that has faked a

lepton. The excess in NLS for data above Monte Carlo is 138 events. We also expect

to see an excess of 138 events in the opposite sign e� sample, but it is dominated by

real physics events. Assuming that the excess in the like sign events is due to fakes

alone, one can estimate that this has a 19% e�ect on the acceptance. Therefore, the

normalization is said to be unity within 26%.

Lastly, distributions of the opening angle between e and �, dilepton mass, jet

multiplicity, and E=T for data and Monte Carlo samples are shown in Figs. 57, 58, 59,

and 60. The same disagreement using a jet cone size of 0.7 is observed for b�b=c�c as
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TABLE LXIII. Summary of number of OS and LS e� events from various SM processes

with MRSD00. The uncertainty in NOS;LS for Monte Carlo events

includes statistical and systematic errors.

Physics Process NOS NLS

b�b=c�c (see Table LXII) 934 � 162 387 � 69
Sum of All
Non-b�b=c�c (see Table LX) 48.5 � 6.8 4.7 � 1.2
Backgrounds
All physics processes 982.5 � 162 391.7 � 69
Data 924 � 30 530 � 23

seen in the Z0 analysis.
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FIG. 57. The opening angle (in degrees) between the electron and muon for opposite

and like sign. Here, contributions to the opening angle distribution due to

direct production, initial state gluon splitting, and �nal state gluon splitting

are shown. The unshaded histogram represents the sum of all standard model

processes using ISAJET+QFL0 MRSD00 Monte Carlo; the points represent

data. Note there is a dilepton mass cut, M(e�) � 12 GeV/c2, applied to the

data and Monte Carlo.
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FIG. 58. The dilepton mass of the electron and muon for opposite and like sign. The

unshaded histogram represents the sum of all Standard Model processes using

ISAJET+QFL0 MRSD00 Monte Carlo; the points represent data.
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FIG. 59. The jet multiplicity in the electron and muon samples for opposite and like

sign and also for both cone sizes, 0.4 and 0.7. The unshaded histogram

represents the sum of all Standard Model processes using ISAJET+QFL0

MRSD00 Monte Carlo; the points represent data.
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FIG. 60. The E=T in the electron and muon samples for opposite and like sign and also

for both jet cone sizes, 0.4 and 0.7. The unshaded histogram represents the

sum of all Standard Model processes using ISAJET+QFL0 MRSD00 Monte

Carlo; the points represent data.
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APPENDIX F

LIMIT CALCULATION

The frequentist method is used by CDF in order to determine upper limits on

Poisson processes in the presence of uncertainties (both statistical and systematic)

simultaneously in signal and background combining the approaches in Ref. [85]. The

probability of observing the number of events seen, n0, depends on �, the mean

number of events expected using Poisson statistics :

P (n0;�) = �n0e��

n0!
: (F.1)

In particle searches, the value of � must be determined. The upper limit N on the

number of expected events as that value of � for which there is some probability � to

observe n0 or fewer events. The con�dence level (CL) of the upper limit is then 1� �.
One then calculates � by summing over all probabilities :

� =
Pn0

n=0 P (n;�) (F.2)

After varying � until � corresponds to the desired con�dence level, the value of � is

then equal to the upper limit, N .

After determining the background �B to within (statistical plus systematic)

Gaussian uncertainty of �B , and the overall acceptance for signal A within uncer-

tainty �A. The relative uncertainty on �S is �A=A. The Poisson upper limit N on �S

as the value of �S for which there would be more than n0 events and have nB � n0.

The value N is determined from � from the following equation :

� =

Pn0
n=0
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where �N = N�A=A assuming that the true values of �S and �B are distributed in

Gaussians about some means with the widths being the uncertainties.

The Exotic Group at CDF uses a routine called poilim.f to evaluate Eq. F.3

and determine the con�dence level and thereby calculating N [86]. Hence, one can

calculate the limit at the 95% C.L.
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